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1 System Design Process

The purpose of this document isto share a system design strategy that promotes successful
selection of geographic information system (GIS) enterprise architecture solutions. Guiddines
include appropriate rationde and logic to deploy and support a system that will satisfy initid
performance needs for most of our customers. Once the initid implementation is operationd, the
system environment can be further tuned and adjusted to fit pecific customer requirements.

1.1 What Is System Architecture Design?

System architecture design is a process devel oped by ESRI to promote successful GIS
implementations. This process supports existing infrastructure requirements and provides
specific recommendations for hardware and network solutions based on existing and projected
user needs. Application requirements, data resources, and people within an organization al are
important in determining the optimum hardware solution. The ESRI system architecture design
process provides specific system architecture design and associated hardware specifications
based on identified user operational workflow requirements.

Figure1-1
What I's System Architecture Design?

7 N

—4Q
@

Data Resour ces

Network :
Design =

Applications

dwar e Speeifications

ESRI White Paper

11




System Design Strategies 1.0 System Design Process

1.2 Why Is System Architecture Design Important?

A distributed computer environment must be designed properly to support user performance
requirements. The weskest ‘link’ in the sysem will limit performance. The system architecture
design process devel ops specifications for a baanced hardware solution. Investment in hardware
and network components based on a balanced system load modd will provide the highest
possible system performance at the lowest overall cost.

Figure 1-2
Why Is System Ar chitecture Design I mportant?
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«Troubleshoot «Tuning *Tuning
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System Architecture Design Framewor k

System architecture design provides a framework for supporting design and implementation of a
successful enterprise GIS. System platform selection (servers, client workstations, storage)
based on user performance requirements ensures a solid foundation for building an operationa
environment. System architecture strategy must address performance needs over distributed
communication networks. Best practices must be identified and understood to support
gpplication and database performance over a distributed enterprise environment.

1.3 System Design Process

The enterprise system design process includes a GI S needs assessment and a system architecture
design review. The system architecture design review is based on user workflow requirements
identified in the GI'S needs assessment.

GIS Needs Assessment. The GIS needs assessment includes areview of user workflow
requirements and identifies where GI'S gpplications can improve user productivity. This

J-6017
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assessment identifies GIS gpplication and data requirements, and an implementation strategy
for supporting GIS user needs. The user requirements analysisis a process that must be
accomplished by the user organization. A GIS professond consultant familiar with current
GIS solutions and customer business practices can help fadilitate this planning effort.

System Architecture Design. The system architecture design assessment is based on user
requirements identified by the GIS needs anadlysis. The customer must have aclear
understanding of their GI'S application and data requirements before they are ready to
develop system design specifications. System implementation strategies should identify
hardware purchase requirements "just in time" to support user deployment needs.

Figure 1-3
System Design Process
]

1

v

| System Architecture Design D

| Technology Overview
GI S Professional Consultant | Existing Environment

[ GIS User Needs Overview

System Configuration Alternatives
System Design Components
System Loads Analysis

[ Hardware Sizing/Selection

| Implementation Strategy U
GI S System Design Architect

The ESRI system architecture design assessment begins with atechnology exchange. The
technology exchange provides a foundation for client support during the design process. Client
participation is akey ingredient in the design process. The design process includes areview of
the existing computer environment, GIS user requirements, and system design dternatives. The
system design tools provided by ESRI trandate user performance requirements to specific

platform specifications. An integrated implementation strategy is developed to support GIS
deployment milestones.

1.4 Supporting Technology

Digributed GIS solutions include integration of avariety of vendor products. Each product
implements a component technology required to support the enterprise computing environment.
Integration of this multi-vendor environment is made possible through voluntary compliance
with generdly accepted industry interface standards.

ESRI White Paper 1-3
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A generd undergtanding of the primary supporting technologies associated with a GI S enterprise
solution provides afoundation for supporting the system architecture design process. Figure 1-4
identifies the key technologies supporting a digtributed GIS environment.

Figure 1-4
Supporting Technology

GIS Software Products Network Communications
(Software Evolution) (GIS Traffic Guidelines)

GIS Product Architecture
(Client/Server Communications)

User Needs and Configuration Strategy
(ArcGIS Desktop, ArcIMS, System Architecture) 7

System Design Sizing Models

(Servers, Clients, Hardware Specifications)

GI S Software Products. A variety of GIS software were developed by ESRI over the past
32 years. Each product solution was developed to support specific user requirements.
Section 2 describes how these solutions fit together to support the growing needs of the GIS
User community.

GISProduct Architecture. An enterprise GIS solution includes avariety of ESRI and third
party vendor products. These products must interface with one another to support an
integrated GIS solution.  Section 3 provides an overview of the system architecture
components required to support distributed GIS operations.

Network Communications. Network communications provide the connectivity for a
powerful GIS enterprise solution. A fundamenta understanding of network communications
hel ps users develop better applications and more efficient shared dataresources. Section 4
provides an overview of network communication concepts and identifies GIS design
standards for successful distributed GIS environments.

User Needs and Configuration Strategy. The system architecture design process sarts
with a customer user needs assessment. The results of the GI'S user needs assessment
establishes the basis for the system architecture design andysis. The design processincludes
amethodology to trandate peak user performance requirements to an appropriate GIS
configuration architecture and defines the required hardware vendor specifications. Section 5
provides an overview of the user needs assessment and analyss required to develop an
appropriate distributed GI S architecture design Strategy.

System Design Sizing Models. A fundamenta contribution provided by the ESRI system
architecture design consultant is the ability to trandate user desktop application performance
requirements to specific hardware and network specifications for an enterprise-wide design

ESRI White Paper 1-4
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solution. Section 6 discusses the technica assumptions supporting the ESRI Sizing models,
identifying fundamenta performance relationships between the distributed computing

platform components supporting the GIS hardware solution. Section 7 identifies how to

apply these szing moddsin the real world of rgpidly changing hardware technologies.

Simple szing tools are provided for each GIS platform environment generating specific
platform specifications based on peak user loads. The Sizing tools are generated based on the
performance szing mode s developed in the previous section.

1.5 System Design Support Efforts

The ESRI Systems Integration Department was established in November 1990 with the charter to
promote successful GIS implementations. Severd initiatives were developed over the yearsto
amplify the design of successful GIS environments and reduce implementation risk. The
following services are maintained to support the needs of the ESRI user community and promote
effective enterprise GIS solutions.

Figure 1-5
System Design Support Efforts

System Architecture Design Training
(ESRI Training Class)

(Technology Exchange Workshops)

System Architecture Design Consulting
(Professional Consulting for Enterprise GIS)
Enterprise Systems Lab

(Internet Demonstration Site — (http://eslims.esri.com)
Performance Validation Testing

ArcIMS Architecture Design Consulting
(Professional Consulting for ArcIMS Deployment)

System Design Strategies White Paper. The System Design Strategies white paper defines
the technical issues associated with design of an effective enterprise GIS solution and

includes specific Sizing guiddines to support hardware sdlection. ESRI customers, hardware
consultants, and GIStechnica staff can use this document as a guide for designing future
digributed GIS solutions. The guiddinesin this document are also ussful in understanding
existing hardware-related performance issues and identifying proper solutions. The

document is updated twice each year and is accessible over the Internet at the following

URL: http://mww.esri.comVlibrary/whitepapers/pdfs/'sysdesig.pdf .

System Design Strategies Workbook. The System Design Strategies workbook isa
PowerPoint presentation used in avariety of ESRI systems integration support efforts.
Changes are made on a periodic basis to reflect software and technology evolution. The
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workbook is used as a source document supporting ESRI system design consulting and
training efforts.

System Design Support. The ESRI Systems Integration Department provides online
hardware marketing support through the shelp@esri.com email dias. Smple questions
related to hardware selection and sizing requirements can be addressed through this Site.

System Architecture Design Training. A two-day System Architecture Design for GIS
training classis avallable through the ESRI Learning Center. This class provides an in-depth
review of the materia presented in thiswhite paper. A class brochureisincluded as
Attachment B. A one-day System Architecture Design workshop is held the weekend prior
to the annua ESRI User Conference providing afull technica overview of the materid
presented in the training class.

System Ar chitecture Design Consulting. Professond system architecture design
consulting services are available for ESRI customers. These services can be used to resolve
performance problems with exigting environments and devel op infrastructure support
drategies for future successful GIS implementations. These services provide I T
professonds with the information they need to support GIS users within their organizations.
A generic satement of work for these servicesisincuded as Attachment A.

Enterprise SystemsLab. Our Enterprise Systems Lab supports test and evauation of ESRI
and third party products focused on system design and performance for enterprise GIS
environments. The Lab maintains an Internet Web site, providing generd public accessto
demos of ESRI products supported by Microsoft Windows Terminal Servers and Citrix
MetaFrame technology. The ste also includes performance demongtrations of ArclMS map
sarvices. This Ste can be accessed over the Internet at the following URL:

(edims.esri.com). This Ste demondirates avery smple enterprise hardware solution for
supporting remote GIS users over an Intranet, or the public Internet, with amazing
performance.

Severd activities are included in the ESRI Annud International Users Conference in San Diego
each summer. System Architecture Design technical workshops provide a system design
drategy refresher. System design architects are available a the Systems Integration idand in the
ESRI showcase area to provide customer design support during the conference. A System
Implementation Papers track provides an opportunity for ESRI usersto present their GIS
implementation experiences.
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2 ESRI Software Evolution

For more than 32 years, ESRI has continued to develop evolving GI S software technology
supporting functiona requirements identified by the GIS user community. ESRI software
developers leverage the latest computer hardware and software technology to maintain ESRI
leadership in the GIS marketplace. ESRI digns its resources to provide the best software and
services available to support GIS customer needs.

This section provides an overview of ESRI software and associated product technologies.
Understanding the primary role for eech member of the ESRI software family will help users
identify current gpplication needs and provide a clear vison for migration to a successtul
enterprise GIS solution.  Figure 2-1 provides an overview of the ESRI software history and the
associated third party technologies supporting effective GIS enterprise evolution.

Figure2-1
GI S Enterprise Evolution

Data Development Project Research Specific Operations Internet Desktop Interface Web Searc

GISProjecLs_ General Operations Ddlivery Routing DataPuinshir_1g Personal GIS ~ Mapping
Map Production Emergency Response  Data Integration Query/Analysis Web Commerce

Web Datal Sourges

Arclnfo Shapefiles  Spatial Database Engine Intelligent Data

E:)[;’re;ﬁgai/ ArcStorm 1997 v
Application Servers \wep Servers

L ocal Area Networks Terminal Servers
GISFileServers Wide Area Networks

Distripyted

GISDepartment Desktop Viewers Distributed Inter net Enterprise Federated
Professional Query and Analysis QOperations  GIS Operations GIS Operations GISOperations .
RemoteUsers

Data Maintenance Ad HocMapping Work Management Map Products f EnterprisesGIS  Collaborati el peratio?

Embedded Applications \
Arclnfo ArcView GIS MapObjects ArcViewIMS ArcGlSDesktop
1982 1992 AfC';‘;gGODE MapObjects IMS * ﬁ:zgéﬁjrgggoo Geography Netwgr
X-Emu|ation AI'C| M S - ArcView AI’CG| S SeI’Ver
Windows Terminal Clients 1997 . AéBEé‘g'”e

Many ESRI customers have developed effective enterprise solutions with the Workstation
Arcinfo and ArcView GIS software provided in the 1990s. The new ArcGI S software provides
operaiond capabilities that were not available with the older technology. Many ESRI

cusomers are in the process of migrating their data and gpplications from the old file-based
technology to the current ArcGI S object-based geodatabase architecture. New customers are
supporting enterprise GIS solutions directly with the ArcGIS software technology.
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2.1 Desktop Workstation Environment

The traditiona environment for GIS gpplicationsis on the user desktop. ESRI desktop
aoplicationsinclude Arclnfo, ArcEditor, ArcView, and custom gpplications developed using
MapObjects or ArcGIS Engine software. Arclnfo 8 includes both Workstation Arcinfo and
Desktop Arclnfo components. Desktop ArcEditor and ArcView were introduced with the
Verson 8.1 release. Web mapping services can provide GIS information products and
geoprocessing services for use by every user desktop through standard Web browser clients.

Figure2-2
GlISWorkstationsServices

E— [
UNIX Micr osoft UNIX
and Windows = and
Windows B | Windows

Arclnfo GIS ArcView 3.x MapObjects Web Map Services
Workstation Arclnfo ArcView GIS Applications MapObjects Applications ArclM S
Spatial Data Development Query and Analysis Embedded Applications  Web Geo-Publishing
Spatial Data Maintenance Ad Hoc Mapping Specific Operations -Maps
Spatial Data Conversion  General Operations Work Management -Data
GIS Projects Delivery Routing -MetaData
Map Production Emergency Response Geography Network
; Windows i A S Windows
and and
ArcGlS Desktop REIZZIUNIX UNIX
« Arcinfo MapObjects Java ArcGIlS Server
o ArcEditor Embedded Java Applications Shared Object Server
e ArcView JavaBean Mapping Components ~ -Web Services
ArcMap ArcIMS Connectivity -Web Applications
ArcCatalog ArcGIS Engine (Windows) -Client/Server
ArcToolbox Contrals, Objects, Tools
GeoDatabase

ArcGI S Software. ArcGISisascdable family of software comprising a complete
geographic information system, built on industry standards, that isrich in functiondity and
works out of the box. Organizations deploy the software of ArcGIS—ArcView, ArcEditor,
Arclnfo, ArcSDE, ArcIMS, and ArcGI S Server—in a configuration appropriate for their
needs.

ArcGISis used for the creation, management, integration, andysis, display, and
dissemination of spatia data and geoprocessing services. Strong visudization, editing, and
andysis, dong with advanced data management, distinguish the ArcGI S software family as
the leading GIS software.

Arclnfo. Arclinfo isthe complete GIS data cregtion, update, query, mapping, and andysis
system. Professionds use Arcinfo for spatia data automation since it includes the most
comprehengve collection of GIStools available. As part of the ArcGIS software family,
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Arclnfo includes dl the functiondity of ArcView and ArcEditor and adds the advanced
geoprocessing and data conversion capabilities that make it the de facto standard for GIS.

ArcEditor. ArcEditor isadate-of-the-art GIS data visudization, query, and cregtion
solution. Designed for the Windows desktop, ArcEditor can create and edit spatial datain an
ArcSDE GeoDatabase. As part of the ArcGIS software family, ArcEditor contains dl the
cgpahilities usersfind in ArcView while adding capabilities for managing geodatabase
schema and advanced editing of geodatabases.

ArcView. ArcView istheworld's most popular desktop GIS and mapping software, with
more than 500,000 copies in use worldwide. ArcView provides geographic data
visudization, query, analys's, and integration capabilities dong with the ability to creste and
edit geographic data.

ArcView is desgned with an easy-to-use, Windows:-like user interface and includes VBA for
customization. ArcView consists of three desktop applications. ArcMap, ArcCataog, and
ArcToolbox. ArcMap provides data display, query, and andysis. ArcCatalog provides
geographic and tabular data management, creation, and organization. ArcToolbox provides
basic data conversion.

ArcSDE Database. ArcSDE isthetool that dlows you to store and manage spatia datain
your chosen DBMS. ArcSDE is open; it works with avariety of different databases—
including Oracle, Informix, IBM DB2, and Microsoft SQL Server—that scale from work
groups to large enterprise databases.

ArcSDE plays afundamenta role in amulti-user GIS. With ArcSDE, your ArcGIS software
(Arclnfo, ArcEditor, ArcView, and ArclMS) can work directly with spatia data managed in
your DBMS. ArcSDE aso works as an gpplication server, delivering spatia datato many
kinds of applications and serving patid data across the Internet.

ArclM S Web Services. ArclMS software is the foundation for distributing GIS data and
gpplications on the Internet. By providing a common platform for exchanging and sharing
GISresources, ArclMS provides unigque opportunities to leverage data from within the
organization and to integrate information from other agencies. Key features of ArclMS
include data integration, standards-based communication, the Internet- enabling technology
for ArcGIS, easy-to-use framework, a multi-tier architecture, support for awide range of
clients, highly scalable server architecture, and awide range of GIS capabilities. ArclMS
supports Windows and UNIX platforms.

ArcGI S Server Web Services. ArcGIS Server software will expose the full complement of
ArcGIS ArcObjects for deplo. The ArcGIS Server will be deployed with the ArcGIS 9
software release. ArcGIS Server will be supported on Windows and UNIX platforms.

Workgtation Arclnfo. Workstation Arclnfo provides an exhaugtive set of GIStools
representing over 30 years of software development effort, making this product the leading
GIS professond software available today. Workstation Arclnfo includes afull set of toolsto
support spatia data devel opment, maintenance, and conversion activities. For many users,
this has been the primary software used by GIS professonas to support geographic studies,
andysis, and map production. Workstation Arclnfo is supported on both UNIX and
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Windows workgtations. Mogt dl of the traditiond Arclnfo Workstation technology is now
supported in the new ArcGIS desktop enviornment.

ArcView 3. ArcView GIS 3isauser-friendly desktop GIS software, initidly developed to
support agrowing population of query and andysis users within the Arcinfo community.
ArcView GISisableto directly read Arcinfo coverages and to store spatia viewsin anew
GIS shapefile dataformat. ArcView GIS quickly became very popular, Sgnificantly
expanding the number of GIS users. It was not long before the number of ArcView GIS
users outnumbered Arcinfo users. GIS professionals continue to use Arclnfo to create and
maintain spatia data resources and to support high-technology spatid andysis and map
products. ArcView GIS provides asmple GIS data access tool supporting genera office
query and andysis functions and producing smple ad hoc map products. A variety of
ArcView GIS extensons have been developed since the initid ArcView GIS rdeaseto
support the needs of the growing desktop user market, and ArcView GISis now the leading
desktop application throughout the GIS community. ArcView 3 is supported on Microsoft
Windows and UNIX platforms.

M apObjects. MapObjects was developed using new Microsoft programming standards for
Windows environments. ESRI took advantage of this new object- oriented environment with
the release of MapObjects software. With MapObjects, developers can include map products
within standard Microsoft gpplication environments. This opened anew world of product
opportunities and spawned rapid expansion of the ESRI developer community. MapObjects
became a new standard for incorporating GIS in verticad market product solutions.
MapObjectsis able to read and display Arclnfo coverages, Arcinfo LIBRARIAN files,
shapefiles, and Spatid Database Engine (ArcSDE) layers data sources. Thisis an optimum
programming environment to support custom GIS Windows-based applications.

MapOhbject Java provides JavaBean mapping components to support Java programmers.
Developers will be able to use the new ArcGIS Engine software to develop custom GIS
gpplications with the ArcObjects technology.

Arcinfo LIBRARIAN. Asthe number of GIS usersincrease, software management tools
are needed to support data maintenance operations. Users update features on a spatia
coverage by copying the layer to memory on their workstation and making the appropriate
changes, then replacing the updated layer on the GIS data server. Conflicts can occur when
multiple users are responsible for updating data on the same layers.

Arcinfo includesa LIBRARIAN database management module that provides a controlled
multiple- user data maintenance environment and supports more efficient management of
gpatia dataresources. Arcinfo LIBRARIAN isafile-based storage solution that provides a
continuous tile structure for dl datalayers on the GIS data server within asingle database
environment. Users are able to extract individud tiles within a coverage for editing, and the
associated tiles within Arcinfo LIBRARIAN are “write locked” to avoid data changes during
the update process. Once editing is complete, the updated tile is returned to the Arcinfo
LIBRARIAN database and the associated tile is released for other usersto update. Arcinfo
LIBRARIAN provides an effective and smple way for severd people to maintain and
manage large continuous GI S data libraries.
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ArcStorm Data Server. Large enterprise GIS operations identified a need for enhanced
transaction management of Arclnfo spatia dataresources. ArcStorm software satisfies this
need by providing festure-leve transaction management, transaction history, and commit
logic to support large GIS operational environments. ArcStorm includes severa server
processes that support transaction management and check-in/checkout processing. An
ArcStorm wegther service daemon manages the ArcStorm data files and generates additiona
processes as required for user transactions. Arclnfo provides functions to support
maintenance of the ArcStorm libraries. ArcView GISisableto directly read ArcStorm data
using standard NFS protocol (CIFS for Windows servers). Client workstation processes
support al read operations.

Database Integration. Spatid features within Arclnfo data coverages can be linked to other

tabular attribute data throughout the organization. Arclnfo maintains a set of database
integrator modules (application program interfaces [APIg]) that provide direct access to
attribute datain Oracle, Informix, Sybase, and Openlngres relationd database management

gystems (RDBMSs). The Windows version of Arcinfo, ArcView GIS, and MapObjects are

ODBC-compliant applications, supporting access to DBM S environments through standard
ODBC driver connectivity. This connectivity has improved and expanded GIS accessto
additiond ODBC-compliant database environments to include Microsoft SQL Server, IBM
DB2, and ahost of other data sources.

A variety of commercid gateways support online access to mainframe and AS400 legacy
databusness sysems. Commercid replication services and adminigrative data transfers
provide GIS user access to data from the more difficult proprietary data sources.

2.2 GIS Configuration Alternatives

GIS environments commonly begin with Sngle- user workstations at a department level within

the organization. Many organizations sart with asingle GIS manager, and evolve from a
department leve to an enterprise operation. This was common through the early 1990s, as many
organizations worked to establish digital representation of their spatial data. Once these data are
available, organizations expand their GIS operations to support enterprise business operations.

Spatial data are presented as layers of graphic lines, points, or polygons stored in a proprietary
fileformat as GIS layers, smilar to traditiond Mylar sheets. These layers are overlaid by the
client application to render amap image. Spatid data can be stored in proprietary file formats or
as gpatid feature types within a database table. Standard file formats include coverages and
shapefiles. LIBRARIAN provides atiled coverage format supporting data maintenance
operaions. ArcStorm includes avariety of server processes to manage database integrity with
associated tabular attribute data sources.

Data can be shared between usersin avariety of ways. Most organizations today have user
workstations connected to local area networks (LAN) environments, and locate shared spatia
data on dedicated server platforms. User gpplications connect to shared data sources to support
GIS operations.

Centralized Data Configuration Alternative

The most smple system architecture is supported by acentra GIS database. A centra
database architecture supports one copy of the production database environment, minimizing
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adminidrative management requirements and ensuring dataintegrity. Figure 2-3 providesan
overview of acentra data configuration architecture.

GI'S desktop applications can be supported on user workstations located on the central LAN,
each with access to central GIS data sources. Data sources can include GIS file servers,
ArcSDE database servers, and related attribute data sources.

Remote user access to central data sources can be supported by centrd Windows Termina
Server farms, providing low bandwidth display and control of central application
environments.
Figure 2-3
Centralized Computing Environment
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Centrdized application farms minimize adminigration requirements and smplify goplication
deployment and support throughout the organization. Source datais retained within the
central computer facility, improving security and smplifying backup requirements.

A variety of ArclMS map services can support standard browser clients throughout the
organization. Web mapping services support low bandwidth access to published GIS
information products and services.

Digtributed computing technology today can support consolidated architectures at a much
lower risk and cost than smilar distributed environments. For this reason, many
organizations arein the process of consolidating their data and server resources. GIS can
benefit from consolidation for many of the same reasons experienced by other enterprise
business solutions.  Centraized GIS architectures are generaly easier to deploy, manage,
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and support than distributed architectures, and provide the same user performance and
functiondlity.

Distributed Data Configuration Alternative

Digtributed solutions are supported by replicated copies of the data at the remote locations,
establishing locd processing nodes that must be maintained consistent with the centra
database environment. Daaintegrity iscritica in this type of environment, requiring
controlled procedures with appropriate commit logic to ensure changes are replicated to the
associated data servers.

Figure 2-4
Digtributed Computing Environment
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Digtributed database environments generaly increase initid system cost (more hardware
and database software requirements) and require additional on-going sysem
adminigration and system maintenance requirements. Digtributed solutions are provided
to support specific user needs, and generdly increase system complexity, cost, and
system deployment timelines.

In many cases, standard database solutions do not support replication of spatid data. GIS
users with distributed database requirements must modify their data models and establish
procedures to administratively support data replication. DBM S vendors have recognized
the necessity to provide a spatia data replication option, and new releases are supporting
some levels of spatid datareplication. ESRI isaso working on a solution to support
geodatabase syncronization between multiple ArcSDE servers. The complexity of
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current geodatabase environments have complicated implementation of an automated
efficient spatid replication solution.

2.3 Organizational GIS Evolution

GIS implementations grew in Size and complexity throughout the 1990s. GIS started on the user
desktop, and evolved to support GIS operations with department-leve file servers. A mgority
of the GIS community is currently supported by department-level GIS architectures. Figure 2-5
provides an overview of adepartment-level GIS architecture.
Figure2-5
Departmental GIS

Department File Servers

As GISwithin atypical organization evolved over time, severd departments would have local

GIS operations which require data resources from other departments within the organization.

The organizational wide area network (WAN) became away of sharing data between department
savers. Data standardization and integrity issues would surface within the organization, Snce
data were development and managed from different department-level sources.

Theinitid Spatid Database Engine (SDE) release in the mid 1990s supported enterprise data
warehouse operations, and many organizations combined department GI S data resources on a
central ArcSDE datawarehouse. GIS staff were established within IT departments to integrate
enterprise-wide GIS data resouces within the data warehouse providing integrated data Sandards
across the organization. The common data warehouse provided ardiable shared GIS data source
for departments throughout the organization. Thiswas avery common migration peth for local
government GIS operations.
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Figure 2-6 provides an overview of organizationd architecture dternaives.
Figure 2-6
Organizational GIS
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The éectric and gasindustry started using GIS in the early 1990s to support management of their
power distribution facilities. Most of these implementations were supported by a central
database. Remote users were supported with terminal access to application compute servers
(termind servers) located in the central computer facility with the GIS database.

Many organizations today are migrating their department file-based GI S database environments
to asngle central enterprise ArcSDE database, and supporting terminal client accessto these
consolidated server environments. Departments retain responsibility for their data resources,
updating and maintaining these data through terminal accessto central ArcGIS gpplications. The
centra I'T computer center supports general administration tasks, such as data backups, operating
system upgrades, platform adminigtration, etc. Users throughout the organization are provided
browser access to published ArclMS services over the Intranet. The complexity and
sophigtication of the ArcSDE geodatabase make central administration and support the most
productive dternative for most organizations.

2.4 Community GIS Evolution

Y ear 2000 introduced a growing Internet awareness, demongtrating the tremendous vaue of
sharing information between organizations and nations. Internet access was extended from the
workplace to the home, rapidly expanding the user community. Communities and companies
developed and deployed services to customers over the Internet. The Internet provided
opportunities for organizations to share data and services between organizations. Users had
access to data and services from a multitude of organizations through the Internet.
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ESRI introduced the Geography Network, a metadata search engine that collected information
about GIS dataand provided direct Internet links between the customer and the data or service
provider. ArclMS provided away for organizations throughout the world to share GIS data and
sarvices. The Geography Network provides a foundation to bring GIS data and services
together, supporting arapidly expanding infrastructure of worldwide communities sharing
information about the world we dl livein. Promotion of data Sandards and improved data
collection technologies unlock enormous possihilities for GIS information products to help us
better understand and improve our world.

GIS data resources are expanding exponentialy. A few years ago, GIS data servers would
seldom require a database over 25 to 50 Gigabytesin Size. Today we are seeing agrowing
number of GIS implementations with ArcSDE data servers supporting database environments
with over a Terabyte of GIS data.

Figure 2-7
Community GIS
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State-level agencies are consolidating data to support municipalities and commercid activities
throughout their states. National agencies are consolidating data to support their user
requirements and sharing data between state and nationad communities. Community-level data
marts are being established to consolidate GI'S data resources and support Internet data sharing to
organi zations throughout county and state regiona aress.

Many organizations are outsourcing their IT operations to commerciad Internet Service Providers
(1SPs). Application Service Providers (ASPs) support organizations with I'T adminigtration,
providing opportunities for smaller organizations to take advantage of high-end GI S database
and gpplication solutions to support their business needs. State governments are hosting
gpplications and data for smdler municipdities throughout their states so the smaller

communities can take advantage of GIS technology in supporting their loca operations.
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Regiond Geography Networks (G.Net) sites support sharing data throughout regiona areas and
within large state and federal agencies. The ArclM S 4 software provides a metadata search
engine that can be used by any organization to share their data and support their community
operations. Cities can establish metadata sites to promote local commercia and public interests.
States can consolidate metadata search engines for sharing data and services with municipaities
throughout the state. Law enforcement can establish search engines to support nationa data sets.
Businesses can establish metadata search engines to support distributed operationa
environments.

2.5 GIS Architecture Alternatives

Current GIS technology is available to support a rapidly expanding spectrum of GIS user needs.
Solutions are supported by ESRI products integrated with a variety of vendor-enabling
technologies.
Figure 2-8
ESRI Standard GIS Architecture
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Data storage and data management technologies are growing in importance, as organizations
continue to develop and maintain larger volumes of GIS data. Direct connect storage solutions
are evolving to Storage Area Networks (SANS) enhancing I T options for managing alarge
volume of data resources.

Supported data serversinclude file servers, ArcSDE servers, and attribute data servers. Desktop
ArcGIS applications are supported on loca workstation clients. These same applications can be
supported for remote clients usng Windows Termina Servers. Windows Termina Servers can
aso support locd termind clients.

ArcIMS provides published map servers to Web browser clients throughout the organization.
ArcIMS can aso provide public map services to clients across the Internet. ArcGIS clients are
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able to connect to ArclM S as intdlligent browser clients, enabling connection to unlimited data
resources through the Internet Geography Network, as well as organization resources served
through ArclMS services. Users can access gpplications from home or from other locations.
Mobile ArcGIS users can create red-line datasets in the field and submit them to a central
ArcIMS site for find processing. ArcGIS desktop applications can include ArclM S services as
data sources with loca ArcSDE and file servers, expanding desktop map production and andysis
to include available Internet data sources.  The* ArcGIS architecture” is supported by a
combination of ArcSDE data sources, ArclMS Web services, and ArcGIS desktop technology.

Implementation of the Geography Network metadata search engines, dong with loca metadata
sites supported by ArcIM S 4 software, rapidly expand user access to data sources beyond the
organization. This“G.Net architecture’ expands traditiond organizational GIS information
resources to include Internet data sources providing arich data environment to support growing
GIS user needs.

A varigty of design dternatives enable organizations to develop an enterprise GIS solution that
best supports their user requirements.

2.6 ESRI ArcGIS Implementation

Many ESRI customers have been working with ESRI products and data formats for many years.
Asareault, there are alarge number of custom agpplications and data sets that have been
developed and maintained in various locations throughout the GIS community. This

proliferation of data and gpplications has resulted in avariety of dataand gpplication
environments.

The ArcGIS technology is particularly suitable for an enterprise GIS implementation and can

help ease the trangition from the exigting “ stovepipe’ GIS environmertsinto a true enterprise
implementation. The geodatabase technology in particular will provide tangible benefitsin
accomplishing this trangtion. The ArcGI S technology is aso suitable to those new users who

are gpdidly enabling their exigting tabular data resources to support implementation of

enterprise GIS operations. Many spatial data resources are available to support organizations as
they migrate their operations to take advantage of GIS technology.

Geodatabases come in two varieties - persona and multi-userl. Personal geodatabases,
implemented in Microsoft Access, are suitable for project-level GIS. Multi-user databases,
deployed usng ArcSDE require a DBMS such as Oracle, Microsoft SQL Server, Informix or
DB2. Storing spatid and attribute data directly in acommercid database gives a geodatabase
capabilities that are not available, or are more difficult to achieve, with other formats. Some of
these benefits are listed below.

m A uniform repogtory for geographic data. All geographic dataiis centraly stored and
managed in one database.

m Dataentry and editing is more efficient. The use of subtypes, domains, and validation rules
helps maintain database integrity and reduces database maintenance.

m  Setsof features are continuous. Geodatabases can accommodate very large sets of features
without tiles or other spatia partitions.

1 This section has been derived from the article by Colin Childs, ArcUser July-Sept 2001
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m  Multi-user editing. ArcSDE geodatabase environments use a data management framework
cdled versoning that lets multiple users access and edit features Smultaneoudy and
reconciles any conflicts.

m  Feature-linked annotation. Geodatabase annotation can be linked to the feature that it
describes. When the linked feature is moved or deleted, the related |abel is moved or deleted.

m  Userswork with moreintuitive data objects. A properly designed geodatabase contains data
objects that correspond to the user's model of data. Instead of generic points, lines, and aress,
users work with objects of interest such as parcels, roads, and lakes.

m  Using ageodatabase can be smple and straightforward. Geodatabases can be created,
accessed, and managed through the standard menus and toolsin ArcCatal og, ArcToolbox,
and ArcMap. However, the geodatabase modd supports intelligent features, rules, and
relationships that advanced users can employ in complex GIS gpplications.

In addition to the benefits of the geodatabase technology, the ArcGI S desktop applications
provide a Windows-based suite of GIS data query, analysis and management, and tools. These
tools often provide comparable functionality to the applications that have been developed by
ESRI usarsin the past using cusom AML and Avenue gpplications. The commercid off-the-
shelf (COTS) ArcGIS functiondity can aso be extended as needed using the COM- based
ArcObjects technology. ArclMS and ArcReader provide additiond GIS capabilities for users
who need browse and query access. Trangtioning from existing data and gpplications to the
ArcGIS technology will provide tangible benefits and efficiences for the GIS community.

2.6.1 Data Transition Strategies

GIS data are traditionaly stored, updated and managed at the local workgroup level. Thisresults
in duplication of many of the data themes and additiona effort in reconciling the various datasets
when aggregation of these data are required & higher levels within the organization. This
aggregation becomes even more difficult when the schemas for the various workgroup datasets
are inconsstent.

An important first step in resolving the difficulties with aggregeting data for enterprise-level
andysisisto define data standards to which al data managers are required to adhere. The
standardization process, however, can be time-consuming and inditutiondly difficult because of
differencesin loca business processes and geographies. Depending on the business ares, the
prospect for data standardization may be more or less chdlenging.

ArcGIS provides anumber of tools that can help in the sandardization and management of data.
On the database design side, ArcCatalog and/or Viso's UML CASE tool can be used to define a
geodatabase schema. The schema defines entities (feaeture and object classes) and their definition
(field size and type, nullability, default values, domains, etc.), aswell as relationships between
entities. These schemas can be defined from scratch, from existing agency designs or developed
based on the geodatabase template models provided by ESRI at:

(http://arconline.esri.com/arconline/datamodel s.cfm).

Implementing the standardization can be accomplished in severd ways. Three of the dternatives
for implementing data standards are: (1) centrdization of data storage and access through
termina server technology, (2) disconnected editing and reconciliation of centrally managed
data, and (3) periodic aggregation of local datasets adhering to enterprise data tandards.
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The amplest way to integrate data would be to enforce the schema definition so thet dl data
imported into the ArcSDE database conforms to a single definition. This could be done through
process or by centralizing the database and providing loca accessto the centralized database.
The advantages to this approach include the centrdization of data administration responsibilities
and tight enforcement of the database schema.

An dternative to centraization is to define data standards for the essentid eements of the
schema, and alow loca usersto extend the “essentid” modd to include their added-vaue
information. In this manner, the custodians responsible for aggregating loca datasets would be
able to map the required fields to the enterprise sandard and ignore the additiond information as
desired. ArcCatalog provides an in-the-box graphica user interface (as well as programmable
objects) for mapping the fidds from one schemato another. ArcGIS layer files dso provides
toolsfor diasng fiddd namesin the physical model to loca names that may be more user-
friendly. This can ease the difficulty of standardization when loca nomendature is different.

The advantages to this gpproach include the flexibility for dlowing loca usersto add additiona
fields into the schemafor their loca business needs.

Regardless of the dternative that is chosen, the migration of existing GIS data will be required at
some leved. Although ArcGIS supports the management, query and andysis of shapefiles and
coverages, the content of the existing data would eventualy need to be massaged to adhere to
enterprise standards. In cases where the data are edited and maintained by multiple users,
trangtioning to amulti-user geodatabase in ArcSDE will provide the most robust mode for
managing data transactions.
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Figure 2-9 below provides a data migration roadmap to convert legacy Arclnfo and ArcView
data sets to both SDE simple layers (non-geodatabase) and into the geodatabase data moddl. It
aso shows how SDE smple layers can be integrated into the geodatabase data mode and the
different components and processes involved.

Figure2-9
Data Migration Road M ap
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The options for migrating data from smpler to more robust data structures are as follows:

= Movefile-based data (shapefiles, coverages, librarian tiles, eic.) to ArcSDE smple layers
using the ArcSDE adminidration tools (command line). At thislevel, ArcSDE provides an
improved data warehouse environment for an enterprise spatial data source.

= After cresting ArcSDE layers, they may be registered with the geodatabase. Once alayer is
registered with the geodatabase, the resulting feature class can be versoned to support multi-
user data maintenance operations. Domains, relationship classes, and other object-reationd
behavior can be added to feature classes, further extending the geodatabase capabilities.

=  Usars can dso move file-based data directly into the geodatabase using ArcCatalog or
ArcToolbox. This migration path alows the user to create new feature classes or gppend
updates to existing geodatabase feature classes. Thisisthe preferred migration path once a

geodatabase is established.
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Legacy Arclnfo and ArcView clientswill be able to view and query dataiin the default version of
the new geodatabase. ArclM S Image and Feature services also access the default version of the
ArcSDE geodatabase.

2.6.2 Application Transition Strategies

In addition to the diversity of database schemas supported in the GIS community, there are dso
numerous custom agpplications that have been developed for managing and andyzing the data.
While many of the different customer business processes may have unique aspects, the
fundamenta responsihilities for managing GI S data resources should be the same. Assuch,
some of the applications required for managing GI S data resources could be standardized.
Developing data standards is an important step in cresting common GIS gpplications. Even o,
the ArcGI S desktop tools provide awedth of functiondity for managing and andyzing data
regardless of the data schema.

Legacy applicationsinclude Arclnfo custom applications, ArcView 3 custom gpplications, and
ArcView 3 standard clients. Many of the functions developed in the custom applications are
included in the ArcGIS standard clients or can be incorporated in the data models, which will
reduce the requirements for custom application programming with the ArcGI S technology.

Technology upgradesinclude migration of clientsto ArclM S published map services, ArcGIS
desktop client gpplications (ArcView 8, ArcEditor 8, or Arcinfo 8), or custom ArcGIS
goplications. Thetrangtion to ArcGIS from an existing operationa environmert will require a
number of steps.

Training. Users should be trained in the capabilities and use of the COTS ArcGI S technology.
Training agroup of super-users or domain experts first will provide the background required for
the next step in the trangtiorn: the gpplication gap anayss.

Needs Assessment and Gap Analysis. A user application needs assessment and gap analyss
should be completed to document functions required by each GIS user and to identify any
functions that are not supported directly in the COTS ArcGI S desktop software. Thisanadyss
should identify those users that can migrate directly to ArcGIS and those users that must wait for
custom ArcGI S gpplications. Custom applications can be built usng any COM-compliant
programming language (e.g Visud Basic, C++) with the ArcObjects technology.

Power User Migration. Power usersinclude GIS specidistiswho aretrained in GIS analysi's
and technology. Many of their current tasks are undertaken on an ad-hoc basis and do not
require custom gpplications. Many power users should be able to migrate directly to the standard
ArcGIS desktop product without custom development. The ArcGIS desktop provides accessto
ArclMS data sources and to versions and object relationships in the ArcSDE geodatabase.

Operational User Migration. Some customization may be required to support migration of
standard desktop operations that currently are supported by custom Arcinfo gpplications. Many
of the basic edit operations may be supported directly with the standard ArcEditor desktop.
There may aso exist ArcView gpplications that can be supported with the ArclM S technology
for query and anayss.

Figure 2-10 below provides an application migration roadmap from legacy applications that use
AML, Avenue, and COTS ArcView 3.x technology.
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Figure 2-10
Application Migration Road Map
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Note that the migration path from each of the existing platforms has a path from the existing
implementation directly into ArcGIS without requiring any customization. It should aso be
noted that some ArcView 3 users might be able to perform their query and andysis functions
through a thin browser client connected to an ArclMS service. During the trangtion from the
exigting environment to the ArcGIS environment, there may be a need for continued use of
exising AML gpplications. Workstation Arclnfo provides this cgpability, though the data
accessed by existing AMLs would need to remain in coverage format until the existing codeis
updated to work with ArcSDE data or users become familiar with the ArcGIS Desktop tools.
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3 GISProduct Architecture

This section provides a basis for understanding components involved in digtributed GIS
gpplications. Understanding basic application architecture, relationships between commercid
products and custom applications, and the component interfaces required to support GIS
solutions provides a foundation for understanding distributed GIS design principles.

Enterprise-level GIS gpplications support avariety of users throughout an organization, al
requiring access to shared common spatial and attribute data. System hardware and software
environments for distributed GIS gpplications are supported by multi-tier client/server
architecture. Anoverview of thisarchitectureis presented in Figure 3-1.
Figure3-1
GISMulti-tier Architecture

) Attribute )
Spatial Data RDBMS Spatial Data
File Server Central Data Servers RDBMS
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Central Data Servers. Shared spatial and tabular database management systems provide
central data repositories for shared geographic data. These database management systems
can be located on separate data servers or on the same central server platform.

Application Compute Servers. GIS gpplications are supported within the distributed
configuration by hardware platforms that execute the GIS functions. In a centralized
solution, gpplication compute servers can be UNIX or Microsoft Windows platforms that
provide host compute services to anumber of GIS clients. These platformsinclude termind
servers and Web transaction servers (map servers). In smaler configurations, the application
compute server and central data server may be on the same platform.

Desktop Workstations. Display and control of gpplication processes are provided by
desktop workstations which, in many cases, are PCs running X-emulation software,
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Windows termind clients, or Web browser clients. In many GIS solutions, the client
gpplication server and desktop user workstation may be the same platform.

3.1 ArcGIS System Software Architecture

ArcGISis a collective name representing the combined ESRI GIS technology. This technology
includes amix of ArcGIS desktop applications and ArcGI S server-based services. Figure 3-2
provides an overview of the ArcGIS system environment.

Figure 3-2
ESRI ArcGlIS Software
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3.2 ArcGIS Desktop Software Architecture

ArcGIS desktop applications include Arclinfo, ArcEditor, and ArcView licensang options. These
applications are supported by a common set of ArcObjects developed using COM programming
technology. ArcGIS desktop software is supported on the Microsoft Windows operating system.
The ArcGIS desktop technology presents an object- oriented user-friendly interface dong with a
vaiety of GISfunctiondity. Figure 3-3 provides an overview of the ArcGIS desktop software.

Figure3-3
ArcGI S Desktop Software
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An overview of ESRI commercid GIS softwareis provided in Figure 3-4. Theseinclude GIS
gpplications (UNIX and Windows), data management solutions (GI S file server, ArcStorm, and
ArcSDE), and remote access client solutions (Windows terminas and browsers).

Figure 3-4
ESRI Software Environments

 GISApplications
— GISfor UNIX Product Architecture
— GIS for Windows Product Architecture

« Data Management Solutions

— GISFile Server (coverages, shapefiles, LIBRARIAN, ArcStorm)
— Spatial Database Engine (client/server data management)

* Remote Access Client Solutions
— Windows Clients with Microsoft Termina Servers
— Browser Clientswith ArcIMS

ESRI commercid software performance and associated system interface specifications provide a
basdine for system design. Custom GI'S gpplication solutions require system resources to
support the basic underlying commercid software functions.

GI'S applications are supported by an open systems architecture. This architecture combinesa
variety of closgly integrated commercia products to establish a fully supported system solution.
Commercid software supports evolving communicetion interface sandards to enable system
integration with minimum customization. The importance of selecting well established software
solutions cannot be over-emphasized, since dl parts of the didtributed configuration are critical
in supporting overal system performance.
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3.3 GIS for UNIX

Primary components supporting distributed Arclnfo for UNIX solutions are identified in
Figure 3-5.
Figure 3-5
GISfor UNIX Product Architecture
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GIS gpplication functions are executed within the UNIX workstation operating system
environment. File-based spatid data management solutions (including spatia coverages,
shapefiles, and Arclnfo LIBRARIAN) are supported entirely from the client workstation. The
DBMS vendor software operates within the system environment provided by the attribute data
server. Network file servers (NFS), provided with the UNIX operating system, mounts files
located on the spatia data server to the client workstation, making them appear asif on local
disks. Spatid datalocated on the GIS data server appear aslocal data to the GI'S application.

A Database Integrator module is included with Arclnfo and ArcView GIS that trandates
communication from the GI S gpplication to the DBMS client module located on the client
workgtation. DBMS client and server components handle network communication between the
client workstation and the DBM S data server using appropriate network communication
protocol. Arcinfo AML or other standard programming tools such as Visud Basic, Delphi,
PowerBuilder, C, C++, Tcl/Tk, and/or Motif can be used to establish a custom user interface to
Arclnfo gpplication environments. Avenue macro language supports customized ArcView
goplication environments.
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Communications between GIS workgtation applications and spatia data located on a separate file
server require asgnificant amount of network traffic overhead due to the connection-oriented
protocol supporting NFS communications. Single-threaded application processes that function

in memory on the client workstation execute program calls againgt the centra database. Each

line of code must receive aresponse over the network connection before the next line of code
can be executed. Severa transmissions are required to locate each source of required data. This
type of communication generates lots of extra network traffic.

Communication between GIS workgtation applications and remote attribute data requires very
little network traffic. Queriesto the centra tabular DBM S are packaged in asingle client request
and sent as a message to the server for processing. The request is handled by a separate server
process, which compiles the answer to the query and sends the response back to the client
application for further processng. There are two reasons thisis much more efficient than

ng spatia data¥s oneis the use of message-oriented communicetion protocol (data
processing is supported by aloca server process); the other reason is the limited size of tabular
datafiles, which are much smaller than spatia graphical files.

All of the Arclnfo functionality represented in the Arcinfo Workgtation legacy software has been
rewritten and deployed in the ArcGI S desktop software. The modern software takes advantage
of object technology to accellerate software development and enhance GI S software
functiondity. The ArcGIS desktop environment supports a much more friendly user interface
and powerful GIS functiondlity than was possible with the legacy Arclnfo Workstation software.
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3.4 GIS for Windows

In 1996, ESRI ported the Arcinfo UNIX workstation application to the Windows platform,
positioning ESRI to take advantage of the Microsoft Windows environment and the lower cost of
PC hardware. ArcView GIS applications were also deployed on Windows workgations. Critical
components supporting distributed GI'S for Windows solutions are identified in Figure 3-6.

Figure 3-6
GISfor Windows Product Architecture
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GI'S gpplication executabl es execute within the operating system environment provided by the
Windows platform. Microsoft Common Internet File Services (CIFS) protocols included with
Windows operating system support sharing of server disk resourcesto PC clients. Remote data
servers appear aslocal disk drives to the client Windows workstation, and GI'S applications
access to spatia datais provided from the client workstation. The GIS Windows gpplications
were developed to an Open Database Connectivity standard (ODBC-compliant) communication
interface. The ODBC interface provides access to PC-based attribute data sourcesincluding
Microsoft SQL Server and Microsoft Access. An ODBC driver must be obtained to complete
the interface between GI S gpplications and each specific attribute database. AMLs developed in
the UNIX environment will continue to perform with Workstation Arclnfo for Windows.
Avenue scripts supporting custom ArcView GIS UNIX gpplications are supported by ArcView
GISfor Windows software. Software are available to support converson of UNIX system cdls
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to Windows commands and may be required to support some custom code. ArcGIS desktop
clients use an OLE-DB interface to the DBMS client.

Communication between GIS applications and spatial data located on a separate data server
(using CIFS protocol) requires network traffic overhead smilar to UNIX NFS communications.
Accessing remote data sources may take twice as long as accessing the same dataon locd disk,
depending on the data storage technology.

Initially, Windows data servers supported department-level work groups. Server configurations
capable of supporting enterprise-level GIS operations were not available. PC vendors (along
with Intel) have made significant progress toward supporting enterprise server requirements.
Windows multi-processor servers can be configured for up to eight processors. Microsoft
provides a clugter fall-over solution for Windows operating systems that supports server falover
requirements.

Severd solutions are available to support mixed Windows and UNIX environments. Software
products are available to enable UNIX platformsto directly share disksto PC clients. Gateway
products are available for Novell and Windows servers that support mapping of UNIX server
disks to their supported PC work groups. PC client NFS products are available to support
mounting of the UNIX server disk. In al these solutions, the server disk is mapped to the client
workstation to alow Arclnfo access to the remote server dataasif it were on alocal PC drive,

3.5 Microsoft Windows Terminal Server

The Microsoft Windows Termind Server product establishes a multi-host environment on a
Windows server. A Windows Termind client provides display and control of gpplications
executed on the Windows Termina Server. Microsoft uses a standard remote desktop protocol
(RDP) to support communication between the termind server and client Windows platforms.

Citrix provides a MetaFrame extension product that provides a more efficient independent
computing architecture (ICA) communication protocol to support communications between the
termind server and client Windows platform. The ICA protocol requires less than 28-Kbps
bandwidth (rendering vector data information products) to support full Windows display and
control of GIS gpplications supported on a Windows Termind server. The MetaFrame product
aso includes client software for UNIX, Macintosh, and imbedded Web client applications.

J6017
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Figure 3-7 provides an overview of the Windows Termind Server communication architecture.

Figure 3-7
Windows Terminal Server Product Architecture
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The Windows Termind dlient communicates with the Windows Termina Server through a
compressed message- oriented communication protocol. The Windows environment display
must be provided over the network to the client workstation, but this requires much less data than
that required for spatial data processing by the terminal server or aworkstation client. The
termind display traffic requirements are very small, supporting full server gpplication

performance over 28-Kbps modem dia- up connections (displays with an image backdrop may
require more bandwidth).
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3.6 Spatial Database Engine (ArcSDE)

The Spatiad Database Engine supports storage of spatid data within standard commercia DBMS
applications. Integration of GIS spatiad data with the enterprise-level DBMS environment
provides a powerful enterprise-level data storage solution for large data stores and/or solutions
supporting a high number of GIS dlients. A variety of data performance and administration tools
are provided with the associated DBM S solutions. Critical components associated with ArcSDE
communication architecture are identified in Figure 3-8.

Figure 3-8
ArcSDE Data Server Product Architecture

[ —1
| |
Ethernet ArcSDE Data Server Ethg,:net
u .
Token Ring Token Ring

.
l |
I I
I |
l |
I I
—

---d

Client PC Workstation

The ArcSDE solution combines spatia and atribute datainto asingle GIS database. Query
processing is supported by the ArcSDE DBMS server. A transaction request is prepared by the
GIS application client and sent to the ArcSDE server for processing. The ArcSDE server process
completes the transaction query and returns the response back to the client for processing. There
IS no requirement in this configuration to map the data server disk to the GIS client. Application
processes located on the ArcSDE data server process all spatia and attribute data requests
received from the GIS client application.

Arcinfo, ArcView GIS, and MapObjects applications include ArcSDE client APIs that support
direct access to central SDE server data. Also, both ArcSDE and Arclinfo support direct
conversion of Arcinfo coveragesto ArcSDE layers. An additionad ArcSDE CAD dlient AFl is
available to support storage of MicroStation and AutoCAD datain ArcSDE.

ArcSDE 8 supports the traditional geordlationa database and a new geodatabase-relationd data
model. Thisverson dso introduces the concept of a versioned database, and supports native
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data maintenance operations from the desktop Arclnfo 8 platform in the form of a versoned
database.

Standard DBMS client/server communications can be used with ArcSDE but are not required for
ArcSDE queries. When used, they can provide standard access to attribute data through the
DBMS client communication interface.

The ArcGIS 8.1 release includes a direct connect ArcSDE client access option for Microsoft
SQL 2000 and Oracle database solutions. The ArcSDE Direct option for Oracle will connect to
the Oracle network client. The Oracle network dlient will communicate ArcSDE query cdlsto
the server. The ArcSDE Direct option for SQL 2000 will support direct communications to the
server. Query processing will be supported by the DBM S functions on the server platform.
Additiond traffic will result between the server and client with this configuration, snce the
ArcSDE g sarv which filters the data for the client gpplication will be supported on the client
workgation. To upgrade existing ArcSDE client applications, the ArcSDE Direct Connect API
isavalable for download. A mix of direct-connect and ArcSDE server-connect clients can be
supported the same geodatabase environment.

3.7 Arc Internet Map Server (ArcIMS)

Arc Internet Map Server (ArclMS) introduces a modern approach to serving map products over
the Internet. ArcIM S has a Java-based gpplication management environment that includes
mapping services and map design tools to support a variety of Internet map services. Critica
components associated with the ArclM S communication architecture are identified in Figure 3-9.
Figure3-9
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ArcIMS includes a Java Web servlet that supports Web map publishing services. The standard
product includes an ArclM S manager and map devel opment wizards that support design and
authoring of most standard map products without specia programming. ArciIMS dso includes a
Java client that supports standard Web products, data streaming, and data downloads. The Java

client also supports integration of local vector data with map images obtained from the Web.
ArclMS Web services can aso be used as a data source for ArcGIS desktop clients.

The map server platform supports the primary ArclMS Web services. Map services are
developed by the ArclMS Manager design and authoring tools producing templates on the
gpplication server that manage the map service and performance as a service queue. Additional
programming tools (Cold Fusion [CF] and Active Server Pages [ASP]) can be used on the Web
server to enhance functiondity of thin HTML dlients.

Figure 3-10 provides an overview of the ArclMS 4.1 component architecture.

Figure 3-10
ArclMS Architecture
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3.7.1 ArcIMS Platform Configuration Alternatives

There are severd ways to configure an ArclMS site. Figure 3-11 provides an overview of the
ArclMS components and their locations.

Figure3-11
ArclMS Component Architecture
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The location of the ArclM S components and their configuration can directly impact the Web ste
capacity, reliability of the ste, and overal output performance. The ArclM S components can be
divided into the following categories.

Web Server and Connectors (WS). The Web server component supports communication
between the ArclMS map services and the Web client gpplications. The connectors on the
Web server trandate Web HT TP traffic to communication understood by the ArclMS Web
sarvices. A very limited amount of processing is required to support this server.

ArclM S Application Server (AS). The ArclMS application server component provides an
gpplication layer that supports the inbound map service request queues (virtud servers) and
registered connects to the ArclM S public service engines (Image, ArcMap, Feature, Extract).
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Inbound requests are routed to available service instances for processing. Roughly 10
percent of the ArclIM S processing load is required to support the application server functions.

Spatial Server (SS). The ArcIMS spatia server includes the service engines (Image,
Feature, Extract, Query, ArcMap Image, Geocode, and Route) that service the map requests.
The spatia server dso includes a metadata search engine. The spatia server scripts
(engines) represent most of the ArclM S processing requirements. ArclMS monitor is
another term used for spatia server in the ArclM S documentation.

Data Server (DS). The data server (GIS data source) iswherethe GIS datais stored. An
ArcSDE data source supports the query processing functions, roughly 20 percent of typica
Web services processing load. Standard GIS image or file data sources are also represented
athislevd,

A minimum ArclMS site can be configured with as few as one platform or as many as six
platforms, depending on Ste requirements. Alternatives can be divided into sngle-tier, two-tier,
and three-tier platform configurations. Simple configurations are easier to maintain and support.
The more complex configurations support higher capacity stes and higher avalability.

3.7.1.1 Single-tier Platform Configuration

Figure 3-12 provides an overview of some example single-tier plaiform configurations. Single-
tier configurations provide one or two platforms cgpable of supporting dl the ArciMS
components. Mogt initid deployments can be supported by asingle-tier architecture.

Figure3-12
Single-tier Platform Configuration
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Standard Configuration. A complete ArclMS ste can be configured on a single hardware
platform. This configuration is gppropriate for map service development, Sites with alimited
number of service requests, and initid prototype deployments.

High-Availability Configuration. Most ArclMS production operations require redundant
server solutions, configured so the Site remains operationd in the event of asingle platform
falure. This configuration will continue to support production operations during sngle
platform maintenance and upgrade. This configuration includes. (1) network load balancing
to route the traffic to each of the servers during normal operations, and only to the active
server if one of the serversfails; (2) ArclM S load balancing to distribute spatid server
processing load between the two platforms to avoid having requests backup on one server
when extra processing resources are available on the other server; two spatid serversare
required on each platform to support this configuration; and (3) each server will require a
complete copy of the data.

3.7.1.2 Two-tier Platform Configuration

There are severd different options for supporting atwo-tier platform architecture. The two-tier
options support different ArclM S components on the two layers of physica platform
environments.

The two-tier architecture in Figure 3-13 includes ArclMS and data server platforms. The Web
server and ArclMS components are located on the ArclM S platform, and the data server is
located on a separate data server platform.  Thisisapopular initid configuration for Steswith
large volumes of data resources or existing data servers. A single copy of the data can support
multiple server components in conjunction with other enterprise GIS data clients.
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Figure3-13
Two-tier Platform Configuration
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Standard Configuration. The standard configuration includes one or multiple ArclMS
servers with a separate single data server platform. The Web server isingtaled on the
ArcIMS server. The ArcIMS server layer can be asingle platform, or can be expanded to
support two platforms, depending on the required Site capacity. ArclMS load baancing is
provided by the application server.

High-Availability Configuration. High-availability operations require redundant server
solutions, configured o the Site remains operationd in the event of any single platform
falure. Thisconfigurationincdudes. (1) network load baancing to route the traffic to each
of the Web servers during norma operations, and only to the active Web server if one of the
saversfals, (2) ArclMSload baancing to distribute spatia server processing load between
the two ArclMS server platformsto avoid having requests back-up on one server when extra
processing resources are available on the other server; two spatial servers are required on
each ArclMS server platform to support this configuration; and (3) two data servers are
clustered and connected to a common storage array data source. The primary data server
supports query services during normal operations, and the secondary data server takes over
query services when the primary server falls,
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The two-tier architecture in Fgure 3-14 includes Web server and Map server platforms. The

Web and application server components are located on the Web server platform, and the spatia
and data server components are located on the map server platform. A separate copy of the data
must be provided on each map server to support this configuration. This configuration is only
practical for small data sources.

Figure 3-14
Two-tier Platform Configuration
(separate map servers)
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Standard Configuration. The standard configuration includes a single Web server with a
Separate map server layer. The map server layer can be asingle platform, or can be
expanded to support several platforms, depending on the required site capacity. ArcIMS load
balancing is provided by the ArcIM S application server.

High-Availability Configuration. High-availability operations require redundant server
solutions, configured so the Site remains operationd in the event of any sngle platform
falure. Thisconfiguraion includes. (1) network load baancing to route the traffic to each

of the Web servers during norma operations, and only to the active Web server if one of the
sarversfals, (2) ArclMSload baancing to distribute spatid server processing load between
the two map server platforms to avoid having requests back-up on one server when extra
processing resources are available on the other server; two spatial servers are required on
each map server platform to support this configuration; and (3) each map server will require
acomplete copy of the data.
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The two-tier architecture in Figure 3-15 includes Web server and map server platforms. The Web
server and ArclM S connectors are located on the Web server platform, and the ArciMS
gpplication, spatia, and data server components are located on the map server platform. A
separate copy of the data must be provided on each map server to support this configuration.
This configuration is only practical for small data sources.

Figure 3-15
Two-tier Platform Configuration
(separate Web servers)

Standard Configuration High-Availability Configuration

Web Server

Servlet
TrafficBalancing

Map Server Map Server

| AS Juudtifin [| AS | AS [ deits. ] AS
| -
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SS SST SS||| SS

Standard Configuration. The standard configuration includes asingle Web server with a
separate map server layer. The map server layer can be asingle platform, or can be
expanded to support severa platforms, depending on the required Site capacity. Web traffic
balancing is supported by the ArclM S connectors. ArclMS load balancing is provided by the
ArcIMS gpplication server. Multiple spatid servers must be configured on the map servers
to support load baancing of multiple platforms. Adminigration of this architecture becomes
increasingly complex as additional map servers are deployed.

High-Availability Configuration. High-availability operations require redundant server
solutions, configured o the Site remains operationd in the event of any single platform
falure. Thisconfiguration includes: (1) network load baancing to route the traffic to each
of the Web servers during norma operations, and only to the active Web server if one of the
sarversfal; (2) ArclMS load baancing to distribute spatia server processing load between
the two map server platformsto avoid having requests back up on one server when extra
processing resources are available on the other server; two spatial servers are required on
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each map server platform to support this configuration; and (3) each map server will require
acomplete copy of the data. Adminigtration of this architecture becomes increasngly
complex as additional map servers are deployed.

3.7.1.3 Three-tier Platform Configuration

Figure 3-16 provides an overview of some example three-tier platform configurations. The
three-tier configuration includes a Web server, amap server, and a data server tier with the
application server located on the Web server.

Figure 3-16
Three-tier Platform Configuration

Standard Configuration High-Availability Configuration

Web Server |
i Web Server Web Server

| AS j Z
) AS AfcIMS AS
} L oad|Bglancing
U /

ArcIMS
| 0oad Balanging
MapSSVGT s SS;VH Map Server >< Map Server
SS|||SS SS|||SS
‘ : CIUSWESS 1
| DS

Primary Data Server Failover Data Server
Common StorageArray

Standard Configuration. The standard three-tier configuration includes asingle Web
server with a separate map server and data server tier. The map server tier can beasingle
platform or expanded to support severa platforms, depending on the required site capacity.
ArcIMS load balancing is provided by the application server. Both map serversuse a
common data source.

High-Availability Configuration. This configuration includes two Web servers, two map
sarvers, and two data servers. Thissolution includes: (1) Network load balancing is
provided to route the traffic to each of the Web servers during normal operations, and only to
the active Web server if one of the serversfail; (2) ArclM S load baancing distributes the
gpatia server processing load between the two map server platforms to avoid having requests
backup on one server when extra processing resources are available on the other server; two
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gpatid servers are required on each map server platform to support this configuration; and (3)
two data servers are clustered and connected to a common storage array data source. The
primary data server supports query services during norma operations, and the secondary data
server takes over query services when the primary server fails.

3.7.2 ArcIMS Firewall Configuration Alternatives

An ESRI white paper, Security and ArclMS addresses configuration options for secure ArclMS
environments. This paper is available on the ESRI Web site a the following URL:
http://mwww.esri.convlibrary/whitepapers/pdfs/'SecurityArclM S.pdf. Firewal configurations are
provided to support various levels of security. A number of security options are identified here,
based on the location of the ArclMS software components.

All ArclM S Componentsin DMZ The most secure solution provides physical separation
of the secure network from al of the ArclM S software components. Figure 3-17 shows the
Web server, application server, spatial server and data server, are al located outsde the
secure network firewall within the DMZ. This configuration requires maintenance of
duplicate copies of the GIS data. Data must be replicated from the internal GIS data server to
the externad data server supporting the ArclM S senvices.

Figure3-17
All ArcIM S Componentsin DMZ

J-6017
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All ArcIM S Componentsin DMZ except Data Server. Figure 3-18 shows the Web server,
application server, and spatia server located in the DMZ, accessing the internal ArcSDE data
server located on the secure network. Port 5151 access through the secure firewall will alow
limited access to the ArcSDE DBMS data server.  Security is provided through the ArclMS

sarvices and the DBM S security. Firewall prevents traffic from any other source to access
theinternal secure network.

Figure 3-18
All ArclM S Componentsin DM Z except Data Server

@

Client
Browser

Secure Network
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Web Server inthe DMZ, Remainder of the ArclMS Components on the Secure Network.
Figure 3-19 shows the Web server located in the DMZ, with the map server and data server
located on the secure network. The application server and spatial server must be located on the
interna network for this configuration to be acceptable. The output file, located on the Web

server, must be shared to the map server. This disk mount will support one-way access from the
map server through the firewall to the Web server.

Figure3-19
Web Server in DMZ, Remainder of Configuration on Secure Network

Secure Network
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Web Server and Application Server in theDMZ, Remainder of the ArciM S
Components on the Secure Network. Figure 3-20 shows the Web server and application
server located in the DMZ, with the map server and data server |ocated on the secure
network. The output file, located on the Web server, must be shared to the map server. This

disk mount will support one-way access from the map server through the firewdl to the Web
Server.

Figure 3-20
Web and Application Server in DMZ, Remainder on Secure Network
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Multiple Web Server Configuration. Fgure 3-21 shows amultiple Web server solution,
providing separate access security to Intranet and Internet browser clients. This hybrid
solution provides shared use of a centrd map server compute environment while supporting
Separate user access security requirements. Separate map services can be deployed on the
two Web servers, providing secure access to separate user communities from the same
ArcIMS site.

Figure 3-21
Multiple Web Server Configuration

Intranet Web Serve| Internet Web Server
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Web Serviceswith Proxy Server. Figure 3-22 shows interface with intranet Web Server
configuration supported by a proxy server. This solution provides private network security
through a proxy server, and supports the complete Web configuration on the private network.
This configuration enables full management of the Web site on the private network.

Figure 3-22
Web Serviceswith Proxy Server
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All of the ArclM'S Components on the Secure Network. Figure 3-23 shows the Web

server, map server, and data server components al insde the firewall on the secure network.

Port 80 must be open to alow HTTP traffic to pass through the firewall. Many organizations
are not comforable with this level of security.

Figure 3-23
All ArcIMS Components on Secure Networ k
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3.8 Data Management Technology Overview

Data management is a primary congderation when developing enterprise GI S architectures.
Enterprise GIS normally benefits from efforts to consolidate agency GIS dataresources. There
are severd reasons for supporting data consolidation. These reasons include improving user
access to data resources, providing better data protection, and enhancing the quality of the data
Consolidation of IT support resources aso reduces hardware cost and the overal cost of system
adminigration.

The smplest and most codt- effective way to manage data resources is to keep one copy of the
datain acentra datarepository, and provide required user access to these data to support data
maintenance and operaiond GIS query and andysis needs. Thisis not dways practica, and
many system solutions require that organizations maintain distributed copies of the data. There
are sgnificant compromises that may be required to support distributed data architectures.

This chapter provides an overview of data management technology. Severd basic data
management tasks will be identified, dong with the current state of the technology in supporting
these tasks. These data management tasks include the following:

Ways to protect spatial data
Ways to backup spatial data
Ways to move spatia data

New ways to access spatia data

3.8.1 Ways to Protect Spatial Data

Enterprise GI S environments depend heavily on GIS data to support avariety of critical busness
processes. Datais one of the most valuable resources of a GIS, and protecting datais
fundamenta to supporting critica business operations.

The primary data protection line of defense is provided by the storage solutions. Most storage
vendors have standardized on RAID (redundant array of independent disks) storage solutions for
data protection. A brief overview of basic storage protection dternatives includes the following:

JBOD (Just a bunch of disks). A disk volumewith no RAID protection isreferred to as a
JBOD configuration, or just abunch of disks.  This represents a configuration of disks with no
protection and no performance optimization.

RAID 0. A disk volumeinaRAID 0 configuration provides striping of data across severd disks
in the storage array. Striping supports parald disk controller access to data across severd disks
reducing time required to locate and transfer the requested data. Datais transferred to array
cache once it isfound on each disk. RAID 0 striping provides optimum data access performance
with no data protection. 100 percent of the disk volumeis available for data storage.

RAID 1. A disk volumeinaRAID 1 configuration provides mirror copies of the data on disk
parswithinthe array. If onedisk in apair fails, data can be accessed from the remaining disk
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copy. Thefailed disk can be replaced and data restored automaticaly from the mirror copy
without bringing the storage array down for maintenance. RAID 1 provides optimum data
protection with minimum performance gain. Available data sorage is limited to 50 percent of
the total disk volume, since amirror disk copy is maintained for every data disk in the array.

RAID 3and 4. A disk volumeinaRAID 3 or RAID 4 configuration supports striping of data
across al disksin the array except for one parity disk. A parity bit is calculated for each data
stripe and stored on the parity disk. If one of the disks fails, the parity bit can be used to
recaculate and restore the missing data. RAID 3 provides good protection of the data and alows
optimum use of the storage volume. All but one parity disk can be used for data storage,
optimizing use of the available disk volume for data Sorage capacity.

There are some technica differences between RAID 3 and RAID 4 which, for our purposes, are
at alevel beyond our current discusson. Both of these storage configurations have potential
performance disadvantages. The common parity disk must be accessed for each write, which can
result in disk contention under heavy peak user loads. Performance may aso suffer dueto
requirements to calculate and store the parity bit for eachwrite. Write performance issues are
normally resolved through array cache dgorithms on most high-performance disk storage
solutions.
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3.8.2 Popular RAID Configurations

The following RAID configurations are the most common used to support ArcSDE storage
solutions. These solutions represent RAID combinations that best support data protection and
performance gods. Figure 3-24 provides an overview of the most popular composite RAID
configuration Strategies.

Figure 3-24
Waysto Store Spatial Data
(Standard RAID configurations)

Configuration Sample Function

50% usable/ full protection
A

RAID 10
(Mirroring and Striping)

full protection
(8+1) 89% usable / (4+1) §0% usable
™\

Optimum RAID 5 performance with 9 disk (8 data + 1 parity) configuration

RAID 5
(Parity and Striping)

Good Performance

——
Hot Spare

Additional hybrid RAID solutions are available

Optimize Protection
Optimize Performance

Optimize Protection

RAID 1/0. RAID1/0isacompodte solution including RAID 0 griping and RAID 1 mirroring.
Thisis the optimum solution for high performance and data protection. Thisis dso the highest
cod solution. Available data storage is limited to 50 percent of the total disk volume, since a
mirror disk copy is maintained for every datadisk in the array.

RAID 5. RAID 5 includesthe striping and parity of the RAID 3 solution, and includes
digtribution of the parity volumes for each dripe across the array to avoid parity disk contention
performance bottlenecks. Thisimproved parity solution provides optimum disk utilization and
near optimum performance, supporting disk storage on al but one parity disk volume.

Hybrid Solutions. Some vendors provide dternative proprietary RAID Srategies to enhance
their sorage solution. New ways to store data on disk can improve performance and protection,
and may smplify other data management needs. Each hybrid solution should be evauated to
determineif and how it may support specific data storage needs.

ESRI White Paper

329



System Design Strategies 3.0 GISProduct Architecture

3.8.3 Ways to Backup Spatial Data

Data protection at the disk level will minimize the need for system recovery in the event of a
single disk fallure, but will not protect againgt avariety of other datafailure scenarios. Itis
aways important to keep a current backup copy of critical data resources at a safe known
location away from the primary site.

Data backupstypically provide the last line of defense for protecting our data investments.
Careful planning and attention to storage backup procedures are important factors of a successful
backup drategy. Dataloss can result from many types of Stuations, with some of the most
probable situations being adminigtrative or user error. Figure 3-25 provides an overview of the
different ways to backup spatial data

Figure 3-25
Waysto Backup Spatial Data

J-6017

Host Tape Backup

Network Tape Backup
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Volume Snapshot

Desktop  Tape Backup (PROACTIVE PLANNING)
E Remote Backup
Disaster Recovery

Host Tape Backup. Traditiond server backup solutions use lower-cost tape storage for backup.

Data must be converted to a tape storage format and stored in alinear tape medium. Backups
can be along drawn-out process taking consderable server processing resource (typically
consume a CPU during the backup process) and requiring specid data management for
operaiond environments.
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For database environments, these backups must occur based on a single point in time to maintain
database continuity. Database vendors support online back-up requirements by establishing a
procedural snapshot of the database. A copy of the protected snapshot data are retained in a
sngpshot table when changes are made to the database, supporting point-in-time backup of the
database and potentia database recovery back to the time of the snapshot.

Host processors can be used to support backup operations during off-peak hours. If backups are
required during peak- use periods, backups can impact server performance.

Network Client Tape Backup. The traditiona online backup can often be supported over the
LAN with the primary batch back-up process running on a separate client platform. DBMS
sngpshot may il be used to support point-in-time backups for online database environments.
Client back-up processes can contribute to potentia network performance bottlenecks between
the server and the client machine due to the high data transfer rates during the backup process.

Storage Area Network Client Tape Backup. Some backup solutions support direct disk
storage access without impacting the host DBMS server environment. Storage backup is
performed over the SAN or through a separate fiber channel accessto the disk array with batch
process running on a separate client platform. A disk-level storage array snapshot is used to
support point-in-time backups for online database environments. Host platform processing loads
and LAN performance bottlenecks can be avoided with disk-level backup solutions.

Disk Copy Backups. The size of databases has increased dramatically in recent years, growing
from 10s of Gigabytesto 100s of Gigabytes and, in many cases, Terabytes of data. Recovery of
large databases from tape backupsis very dow, taking days to recover large spatid database
environments. At the sametime, the cost of disk storage has decreased dramaticaly providing
disk copy solutions for large database environments competitive in price to tape storage
solutions. A copy of the database on locd disk, or copy of these disksto aremote recovery site,
can support immediate restart of the DBMS following a storage failure smply by restarting the
DBMS with the backup disk copy.

3.8.4 Ways to Move Spatial Data

Many enterprise GIS solutions require continued maintenance of distributed copies of the GIS
data resources, typicdly replicated from a central GIS data repository or enterprise database
environment. Organizations with a 9ngle enterprise database solution still have a need to protect
data resourcesin the event of an emergency such asfire, flood, accidents, or other natural
disasters. Many organizations have recently reviewed their business practices, and updated their
plans for business continuance in the event of amgjor loss of dataresources. Thetragic events
of September 11, 2001 demongtrated the value of such plans, and increased interest and
awareness of the need for this type of protection.

This section reviews the various way's organizations move spatia data. Traditional methods
copy data on tape or disk and physicaly ddliver these data to the remote site through standard
transportation modes. Once at the remote Site, datais reinstalled on the remote server
environment. Technology has evolved to provide more efficient dternatives for maintaining
digtributed data sources. Understanding the available options and risks involved in moving data
will be important in defining an optimum enterprise GIS architecture.
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3.8.5 Traditional Data Transfer Methods

Figure 3-26 identifies traditional methods for moving a copy of data to aremote location.

Figure 3-26
Waysto Move Spatial Data
(Traditional Tape Backup/Disk Copy)

TapeBackup Tape Restore
T ape
DB Online Backup
Batch Process
DB Snapshot
DB Restore
Batch Process
1 Slow
Tape Backup
T Backp
Disk or CD Disk Restore
DB Online Backup
Batch Process
DB Snapshot
DB Restore
Batch Process
Disk Copy
1
Disk Copy

Traditional methods include backup and recovery of data using standard tape or disk transfer
media. Moving data using these types of procedures are commonly caled “ snesker net” and
provide away to transfer data without the support of a physica network.

Tape Backup. Tape backup solutions can be used to move data to a separate server

environment. Tape transfers are normaly very dow. The reduced cost of disk storage has made
disk copy a much more feasible option.

Disk Copy. A replicated copy of the database on disk storage can support rapid restore a a
separate Site. The database can be restarted with the new data copy and online with avery short
recovery time.
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3.8.6 ArcGIS Database Transition

Moving subsets of a single database cannot normally be supported with standard backup
drategies. Datamust be extracted from the primary database and imported into the remote
database to support the datatransfer. Database transition can be supported using standard
ArcGIS export/import functions. These tools can be used as a method establishing and
mantaining a copy of the database at a separate location. Figure 3-27 identifies waysto move
gpatid data using ArcGIS data trangtion functions.
Figure 3-27
Waysto Move Spatial Data
(Database Transition)

GeoDatabase Transition

ArcSDE Admin Commands
Batch Processes

Desktop
Editor

Primary Backup (read only)

ArcSDE Admin Commands
Extract to file, transport, import to ArcSDE
ArcCatalog/ArcToolbox Migration Tools

ArcSDE to ArcSDE
ArcSDE to Personal Geodatabase
Personal Geodatabase to ArcSDE

ArcSDE Admin Commands. Batch process can be used with ArcSDE admin commands to
support export and import of an ArcSDE database. Moving data using these commands is most
practica when completely replacing the data layers. These commiands are not optimum solutions
when transferring data to a complex ArcSDE geodatabase environment.

ArcCatalog/ArcToolbox Commands. ArcCatalog supports migration of data between ArcSDE
geodatabase environments, extracts to a persond geodatabase, and imports from a personal
geodatabase to an ArcSDE environment.

ESRI White Paper

333



System Design Strategies 3.0 GISProduct Architecture

J-6017

3.8.7 Database Replication

Customers have experienced a variety of technica chalenges when configuring DBMS spatid
datareplication solutions. ArcSDE data mode modifications may be required to support DBMS
replication solutions. Edit loads will be gpplied to both server environments, contributing to
potentia performance or server sizing impacts. Data changes must be transmitted over network
connections between the two servers, causing potentid communication bottlenecks. These
challenges must be overcome to support a successful DBMS replication solution.

Customers have indicated that DBM S replication solutions can work but require a considerable
amount of patience and implementation risk. Acceptable solutions are available by some DBMS
vendors to support replication to aread-only back-up database server. Dud master server
configuration strategies Sgnificantly increase the complexity of an dready complex replication
solution. Figure 3-28 presents the different ways to move spatid data using database replication.

Figure 3-28
Waysto Move Spatial Data
(Database Replication)

Database Replication

Datamodel modifications Edit loads on backup server

Synchronous
-Commit Logic
-High Bandwidth
-Performance?
Editloads

Asynchronous
-TimeDelay
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Primary Backup (read only)

ArcSDE data model modifications may be required to support DBM Sreplication
Edit load applied to backup server to support replication
Synchronous replication supported over high bandwidth (L AN/Fiber Connects)

Asynchronous replication supported over low bandwidth (WAN connections)
- near real time
- transfer during off peak hours

Synchronous Replication. Red-time replication requires commitment of data transfer to the
replicated server before releasing the client gpplication on the primary server. Edit operations
with this configuration would normaly result in performance delays due to the typica heavy
volume of spatid data transfers and the required client interaction times.  High-bandwidth fiber
connectivity (1000-M bps bandwidth) is recommended between the primary server and the
replicated back-up server to minimize performance delays.

Asynchronous Replication. Near real-time database replication strategies decouple the primary
server from the data transfer transaction to the secondary server environment. Asynchronous
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replication can be supported over WAN connections, Snce the dow transmission times are
isolated from primary server performance. Data transfers (updates) can be delayed to off-peak
periods if WAN bandwidth limitations dictate, supporting periodic updates of the secondary
server environment at a frequency supporting operationd requirements.

3.8.8 Disk-level Replication (Synchronous)

Disk-levd replication isawe| established technology, supporting globa replication of critica
data for many types of indusiry solutions. Spatid datais stored on disk sectors very smilar to
any other data storage and, as such, does not require specia attention beyond what might be
required for other datatypes. Disk volume configurations (data location on disk and what
volumes are transferred to the remote Site) may be critical to ensure database integrity. Mirror
copies are refreshed based on point-in-time snapshot functions supported by the storage vendor
solution.

Disk-leve replication provides transfer of block-level data changes on disk to amirror disk
volume located a aremote location. Transfer can be supported with active online transactions
with minimum impact on DBMS server performance capacity. Secondary DBMSS gpplications
must be restarted to refresh DBM S cache and processing environment to the point-in-time of the
replicated disk volume.
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Figure 3-29 presents the different ways to move spatia data using disk-levd replication.

Figure 3-29
Waysto Move Spatial Data
(Disk-level Replication)
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Synchronous Replication. Real-time replication requires commitment of deta transfer to the
replicated storage array before releasing the DBM'S application on the primary server. High-
bandwidth fiber connectivity (1000-Mbps bandwidth) is recommended between the primary
server and the replicated backup server to avoid performance delays.

Asynchronous Replication. Near real-time disk-leve replication Strategies decouple the
primary disk array from the commit transaction of changes to the secondary storage array
environment. Asynchronous replication can be supported over WAN connections, since the dow
transmission times are isolated from primary DBMS server performance. Disk block changes
can be stored and data transfers delayed to off-peek periods if WAN bandwidth limitations
dictate, supporting periodic updates of the secondary disk storage volumes to meet operationa
requirements.
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3.8.9 New Ways to Access Spatial DataThe ArcGIS 8.3 release supports a disconnected
editing solution.  This solution supports a registered geodatabase version extract to a persona
geodatabase or separate database instance for disconnected editing purposes. The version
adds/deletes will be collected by the disconnected editor, and on reconnecting to the parent
server, can be uploaded to the central ArcSDE database as a version update.

Figure 3-30 presents an overview of the ArcGIS 8.3 disconnected editing with check-out to a
personad Geodatabase. The ArcGIS 8.3 releaseis restricted to a single check-out/check-in
transaction for each client edit sesson.

Figure 3-30
ArcGI S 8.3 Disconnected Editing - Personal Geodatabase
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Figure 3-31 presents an overview of the ArcGIS 8.3 disconnected editing with check-out to a
separate ArcSDE Geodatabase. The ArcGIS 8.3 release isrestricted to a single check-out/check-
in transaction for each child ArcSDE database. The child ArcSDE database can support multiple
disconnected or locd version edit sessions during the check-out period. All child versons must

be reconciled before check-in with the parent ArcSDE database (any outstanding child versons
will belost during the child ArcSDE database check-in process.

Figure 3-31
ArcGI S 8.3 Disconnected Editing - Database Checkout
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The ArcGIS disconnected editing functiondity will be expanded in future ArcGIS 9 releases to
support loosaly coupled ArcSDE distributed database environments. Figure 3-32 presents an
overview of the future loosely coupled ArcSDE distributed database concept.

Figure 3-32
Future ArcSDE Distributed Database Ar chitecture

Loosely Coupled Distributed Database M anagement
Corporate

Reconcile and post Corporate updateq - - Reconcile and post Corporate updates
Download Corporate Version updates —1 —— Download Corporate Version updates

Upload Regiona Version updates Upload Regional Version updates
#”  ArcsDE
Check out ” Check out )
Reconcile and post Regional Regional Reconcileand post
Regiona updates Database Database Regional updates
Corporate
Region 1 Editor Region 2
fd  ~=e [ i Rl T
0] < - - [ Unlimited [ 1) — = )|
Regional Editing i ngi‘ctmal p Regional Editing \ R;g;ii?;al
i itor . -
Editor 0 Transactions Editor \
| - |
— ==
w_ Regiuna m_ Regiona]d

Editor Editor

Pans include supporting asingle ArcSDE geodatabase didtributed over multiple platform
environments. The child check-out versions of the parent database will be able to support an
unlimited number of update transactions without losing local version edits or requiring anew
check-out. Updates will be passed between parent and child database environments through
smple datagrams that can be tranamitted over sandard WAN communications. This new
geodatabase architecture will support distributed database environments over multiple Stes
connected by limited bandwidth communications (only the reconciled changes will be
transmitted between sites to support database synchronization).

3.8.10 Data Management Overview

Support for distributed database solutions has traditiondly introduced high-risk operations, with
potentia for data corruption and use of stale data sources in supporting GIS operations. There
are organizations that support successful distributed solutions. Their successis based on careful
planning and detailed attention to their administrative processes that support the distributed data
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gtes. The more successful solutions support central consolidated database solutions with
effective remote user access and support. Future distributed database management solutions may
sgnificantly reduce therisk of supporting distributed environments. Whether centrdized or
digtributed, the success of enterprise GIS solutions will depend heavily on the adminigtrative

team that keeps the system operationa and provides an architecture solutions that supports user
access needs.
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4 Network Communications

Network communications provide the required connectivity to support distributed computer
processing. Network products support a stable and dependable communication protocol for
digtributed data trangport. A variety of communication protocols support distributed agpplications
and data resources located at sites throughout an organization.

For severd years, network technology was areatively static environment while computer
performance was increasing a an acceerating rate. Recent advances in communication
technology support a dramatic shift in network solutions, introducing worldwide
communications over the Internet and bringing information from millions of sources directly to
the desktop in redl time.

4.1 Desktop Workstation Environment

GIS gpplications rate among the heavy users of network traffic, dong with document
management and video conferencing. GIS technology provides avisud display environment to
the user supporting very quick analysis of large amounts of graphic data. Access to distributed
data sources for real-time display and anays's puts large demands on network communications.
Data must be transported across the network to where the program is executed in order to display
the informetion.
Figure4-1
GI S Applications Networ k I mpact

What GISDoes...

= Graphic Data Representation (Maps)
= Large Quantity of Data Analysis

= Lotsof Network Traffic

Daaisacollection of digitd computer information stored in mediathat has the capability to
record and retain the data structure. These data are represented by little pieces of information
cdled bits. Each bit takes up the same space on a storage or transmission media. For
convenience, these little bits can be grouped into bytes of information with each byte cortaining
eight bits. Data can be transported from one location to another within packets that protect the
integrity of these data

Data are typicdly transported from one storage location to another over copper-wire or glass-
fiber physica networks. Other types of transport mediainclude microwave, radio wave, and
satdlite digital transmissons. Each network protocol has limitsto its supported rate of data
trangport based on the technology used to support the transmission.

Network transport solutions can be grouped into two generd technology classes. These classes
include local area networks (LANSs) and wide area networks (WANS). The volume of data
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(measured in bits) that can be transported per second represents the transport rate (capacity) of a
specific network segment. This capacity is called network bandwidth and is typicaly messured
in millions of bits (megabits) or hillions of bits (gigabits) per second.

Figure4-2
Types of Networks

o Local Area Networks (LAN)
— Short Distance/High Bandwidth/Low Cost

Ethernet
~ 10 Mibps
Ethernet Frame " 100 Mbps
* 1 Gbps
: * 16 Mbps
Token Passing Frame « FDDI (100 Mbps)

 WideArea Networks (WAN)
— Long Distance/Low Bandwidth/High Cost

* Modem 56 Kbps | « ATM 155 Mbps
* |SDN 64-128 Kbps| « CATV 6-8 Mbps
WAN Frame *T-11.54 Mbps * Satellite

* T-3 45 Mbps » Wireless .009-10 Mbps
* DSL .056-10 Mbps

Local Area Networks (LANS). Loca area networks support high-bandwidth communication
for short disances. This environment supportsloca operating environments (usualy within a
building or locd campus environment). Data trangport over asingle technology is Sngle-
threaded, which means only one data transmission can be supported on asingle LAN segment
a any onetime. The cost for LAN environments is inexpensve rative to other hardware
costs supporting the system environment.

Wide Area Networks (WANS). Wide area networks support communication between remote
locations. Technology supports much lower bandwidth than LAN environments, but
transmission is possible over long distances. Thisis adata trangport environment, which

means data is packaged in a series of additional packets and transported as a stream of data
aong the transmisson media. The cost for WAN connectionsis rdatively high compared to
LAN environments.

Data Units. Data capacity is measured in terms of megabytes or gigabytes when stored on
computer disk. Megabytes (MB) are abbreviated usng alarge“B” while megabits (Mb) are
abbreviated usng asmal “b.” One must remember 1 MB = 8 Mb when converting data
volume from disk storage to network traffic.
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4.2 Client/Server Communication Concept

Applications move data over the network through proprietary client/server communication
protocols. Communication processes located on the client and server platforms define the
communication format and address information. Data are packaged within communication
packets, which contain communication control information required to trangport the data from its
source client process to the destination server process.

Communication Packet Structure. The basic Internet packet structure includes destination

and source addresses, and a series of control information in addition to the data structure.
This information supports delivery of the packet across the network medium. The I P packet
sze will vary depending on the amount of data. The largest |P packet is around 65 Kilobytes
(KB). Ethernet framesare limited to 1.5 KB. Data can be distributed across several packets
to support asingle data transfer.
Figure4-3
Communication Packet Structure

e Communication Frame Concept
— Packaged Source Data
— Communication Protocol Overhead

Communication Frame Structure

Network Trangport Protocol. The communication packet is constructed &t different layers
during the transmission process. A data stream from the Host A application is sent through
the protocol layersto establish a data frame for network transmisson. The Transmisson
Control Protocol (TCP) header packages the data at the transport layer, the Internet Protocol
(IP) header is added at the Internet layer, and the Media Access Control (MAC) address
information isincluded at the physical network layer. The data frame is then tranamitted
across the network to Host B where the reverse process moves the data to the host
goplication. A sngle datatransfer can include severd communications back and forth
between the host applications.
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Host A Protocol Headers Host B

@

4.3 Client/Server Communications

Severd dient/server communication solutions are available to support network data transfer.
Each solution includes a client and server component to support data ddivery. The client
process prepares the data for transmission and the server process ddivers the data to the
goplication environment. Primary protocols used by GI'S solutions include the following.

Figure4-5
Client/Server Communications

File Servers SDE Server | Query Processing on Server |
. o |
Data l ‘. Cachd
Typical Data Transfer ’I ||:TS| (T:|ITF|S SDE D
1 MB Spatial Data API API Application Processing on Server |
ML Ml ¢ WTS Server Web/IMS Server/ArcGIS Server
N I
Applicatons 0010 O |
Query Processing UNIX or Windows T T T T
on Client Clients
RDP ICA HTTP HTTP
Typical Data Transfer | | I I
100 K B Display Data 10-28 KB displays ~ 10-100 KB Images 100-200 KB Images
Display/Control o o o o
Remote Terminal Windows Web ArcGIS
Clients Terminals Browsers Desktop
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NFS (UNIX) and CIFS (Windows) Protocol. Supports remote disk mounting enabling a
client gpplication to access data from a distributed server platform. All query intdligenceis
resident with the client gpplication, directing access to data located on the server platform.
Data must be transferred to the client gpplication to support andlysis and display.

ArcSDE API. ArcSDE includes client and server communication components. The server
component includesintelligence to support query processing. Data are compressed during
transfer and uncompressed by the client gpplication. Datamust be transferred to the client
goplication to support andysis and display.

An dternative ArcSDE client direct connect option is available that connectswithaDBMS
client APl on the desktop. The ArcSDE middleware functions are supported on the client
platform, and the DBM S network client supports data transmisson to the server. Query
processing remains on the DBMS server.

ICA and RDP Protocol. Supports remote termina display and control of applications
supported by ahost Windows Termina Server. Tranamits display and control informetion to
termind diert. Both ICA and RDP protocols compresses data for transmission.

HTTP Protocol. Standard Web transmission protocol. Transactionbased environment,
with product selection and display controlled by the browser client. Datais compressed for

transmisson  ArcGI S desktop applications can also access ArclM S as adata source. Traffic

for the ArcGI S desktop is higher due to the larger image trandfers. Image Sizeis directly
proportiond to the physical screen display size, thus larger image displays can result to much
higher traffic.
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4.4 Client/Server Network Performance

The data transfer volume and the network bandwidth can be used to establish expected user
responsetimes. A typical GIS application requires up to 1 MB of data to generate a new map
disolay. A typica termina environment requires 100 KB of datato support the display
environment.
Figure4-6
Client/Server Performance

Client/Server Communications Network Traffic Transport Time
56 Kbps 154Mbps 10Mbps 100 Mbps 1 Gbps

File Server to Workstation Client (NFS)
*1 MB =>10 Mb + 40 Mb =50 Mb 893-Sec  32-Sec

5-Sec 05-Sec  0.05-Sec

SDE Server to Workstation Client (SDE API)

*1MB =>10Mb>>5Mb 89-Sec 3.2-Sec 0.5-Sec  0.05-Sec  0.005-Sec
SDE Server to Workstation Client (Direct Connect)
*1MB =>10Mb 178-Sec 6.4-Sec 1.0-Sec _ 0.10-Sec  0.01-Sec

Best Practices

5-Sec 0.18-Sec  0.03-Sec  0.003-Sec  0.0003-Sec

Windows Terminal Server to Terminal Client (I
*100 KB =>1 Mb >> 280 Kb

Web Server to ArcGI S Desktop Client (HTTP,
*100 KB => 1000 Kb

Web Server to Browser Client (HTTP)
*50 KB =>500Kb

18-Sec 0.6-Sec 0.10-Sec  0.01-Sec  0.001-Sec

9 Sec 0.3 Sec 0.05Sec  0.005Sec 0.0005-Sec

——

The chart above takes the data transfer requirements in megabytes (MB), convertsthisto
megabits (Mb) for transmission, includes any compression of these data performed by the
communication protocol, and calculates the total volume of datain megabits (Mb) that must be
transmitted (protocol overhead may be greater than what was used in this sample conversion).
The transport time required to transfer these data are calculated for four standard bandwidth
solutions. Thissmple illugration identifies the primary cause for remote client performance
problems. Sufficient bandwidth is essentid to support user performance requirements.

File server configurations support query from the client gpplications. When sdecting data from
afile (coverage or shapefile), the totd file must be delivered to the client for processng. Data
not required by the gpplication is then rgjected at the client location. This accounts for the
consderable amount of network overhead experienced by these communications.

ArcSDE client/server configurations support query processing on the server platform. The query
processing includes locating the requested data and filtering that data so only the specific data
extent requested by the client is returned over the network. If the client limits requeststo a smdll
volume of data (i.e., point dataor asingle parcel in aparce layer), the resulting datatransfer can
be very small and network trangport performance would improve accordingly.

Best practices are established for network configuration dternatives. Distributed client/server
gpplication environments generaly perform better in aloca area network environment.
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Transaction-based services, or persstent Windows Termind Server connections, provide stable
processing environments for processing over less stable wide area network connections.

4.5 Shared Network Capacity

Thetotal number of clients on a sngle network segment is a function of network traffic trangport
time (dze of data transfer and network bandwidth) and the total number of concurrent clients.
Only one client data frame can be tranamitted over a shared network segment at one point in
time. Multiple transmissions on the same Ethernet network segment will result in collisons,
which will require another tranamission to complete data frame delivery. Ethernet ssgmentsfail
rapidly during saturation due to the rgpidly increasing number of transmissions.

Figure4-7
Shared Network Capacity

Client A

RANDOM TRANSMISSIONS

Client B

_NO COLLISIONSALLOWED

Client C

Acceptable Collision Avoidance
25-35% Bandwidth Capacity

Network transmission capacity isreached when the statistical probability of any two

random transmissions occur on the same networ k segment during the same period of time.

Token-passing environments operate somewhat differently. Concurrent transactions must wait
for atoken to support data frame ddlivery, resulting in transmission delays. Delayswill increase
as the network reaches saturation. Failure mode is much more graceful than Ethernet, supporting
a higher acceptable bandwidth utilization.

4.6 Typical 1-MB Map Display

A GIS gpplication may require 1 MB of spatia data, or up to 10 Mb of network traffic, to
support asingle map display. Applications can be tuned to prevent display of specific layers
when the map extent exceeds defined thresholds. Only the appropriate data should be displayed
for each map extent (i.e., it may not be appropriate to display individuad parcd layersin amap
showing the full extent of San Diego, CA). Proper tuning of the application can reduce network
traffic and improve performance.
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Figure4-8
Typical 1-MB Map Display
(1:3,000 Scale (Feet), Average Features = 250)

4.7 Network Configuration Guidelines

Standard published guiddines are used for configuring network communication environments.
These standards are gpplication specific and based on typica user environment needs.
Communication environments are satistica in nature, since only a percentage of user processing
time requires transmission over the network. Network datatransfer time isa smdl fraction of

the GIS userstotal response time (on properly configured networks). Network data transfer time
can dominate response time when bandwidth istoo smal or when too many cdlients are on the
same shared network segment.
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Figure4-9
Network Configuration Guidelines

= Network Design Standards
 Current User Environment Needs
» Addresses Statistical Application Use
* Provides Basisfor Initial System Design

= Network Management
» Ongoing Traffic Management Task
» Hardware, Application, and User Dependent

» Strongly Affected by Work Environment and Changes
in Computer Technology

The network must be designed to support peek traffic demands and is afunction of the types of
applications and user work patterns. Standard guidelines provide a place to start configuring a
network environment. Once the network is operationa, network traffic demands should be
monitored and necessary adjustments made to support user requirements.

4.8 Shared Network Configuration Standards

Figure 4- 10 provides recommended design guidelines for network environments. These
guiddines establish abasdine for configuring distributed LAN environments. Five separate
client/server environments are included for each network bandwidth. The number of
recommended clients is based on experience with actua system implementations and does not
represent worst-case environments. Networks should be configured with the flexibility to
provide specia support to power users whose data transfer needs exceed typical GIS user
bandwidth requirements.
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Figure4-10
Network Design Guidelines

Local Area Networks Concurrent Client Loads

Bandwidih File Servers SDE Servers X Emulation Windows Terminals Weh Producis
10 Mhps LAN 24 10-20 50-75 350-700 150-300
16 Mhps LAN 3-8 16-32 20-120 550-1100 250-500
100 RMhps LAN 20-40 100-200 500-750 3,500-7.000 1,500-3,000
1 Ghps LAN 200-400 1,000-2.000  5.000-7 500 35,000-70,000 15,000-30,000
Wide Area Networks Concurrent Client Loads

Bandwidih File Servers SDE Sexrvers X Emulation Windows Terminals Weh Producis
56 Ehps Modem HE ME MR 2-4 1-2
128 Ehps ISDIN HE ME MR A5-10 2-4
256 Ehps DSL HE ME 1-2 10-20 5-10
512 Ehps ME ME 3-a 20-40 10-20
154 hhps T-1 HE 1-2 a-12 50-100 2550
2 Mhps E-1 ME 1-3 11-1a 75-150 A0-20
6.16 Libps T-2 1-2 a-12 30-45 200-400 100-200
45 Mhps T-3 10-20 50-100 250-350 1,500-3,000 700-1500
155 s ATM 30-a0 150-300 250-1200 5.000-10,000 2.500-5,000

4.9 Local Area Network Component Configuration

Locd area networks are generdly constructed with wiring closets at different locations

throughout the building (i.e., closet on each floor) with twisted-pair wiring from the wiring closet

to each user desktop. Each user desktop computer is connected to aport on an Ethernet or token
ring hub located in the wiring closet. The hubs within the wiring closets are connected to the
computer room over aglass-fiber or twisted-pair copper-wire backbone. The data servers
located in the computer room are also connected to the network backbone. Network bandwidth
capacity isafunction of the computer network interface card and the port on the hub in the

wiring clost.

There are two types of basic hubs supporting most network environments. Theinitia hub
technology supported a shared network. This worked fine for sharing data between locd area
network clients. Digtributed client/server processing configurations required much more
bandwidth. A new switched hub technology was introduced to support the growing traffic
demands.
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Figure4-11
Shared LAN

Shared LAN Switched LAN

Data Server Data Server

Ethernet Switch
User

A User;
B | User
C

User
D | User

Shared Ethernet Hubs. A broadcast protocol is used to support Ethernet communications.
A standard Ethernet hub provides the backbone for the Ethernet LAN. Each user workstation
and the data server is connected to a port in the Ethernet hub.

When User A communicates with the data server, the communication will broadcast over dl
LAN segments connected to the shared hub. Any other transmission attempted during this
same period will result in a collison, dday for arandom period of time, and then retranamit.
As more users attempt to broadcast at the same time, collisonsincrease and the number of
transmissions (and resulting collisons) grows exponentidly until network traffic is saturated.

The maximum recommended communication rates for LAN environments are 25 to 35
percent utilization (depending on the total number of users). The probakility of any two
usersinitiating a transmission at the same time contributes to the totd traffic supported by
the network (higher utilization rates can be achieved with fewer users on the network).

Increasing bandwidth (100 Mbps versus 10 Mbps) can reduce data transport time (faster data
transfer) and lower the probability of transmisson collisons (each transmission spends less
time on the network). A 100BaseT network can handle roughly ten times the number of
clients as a 10BaseT network.

Switched Ethernet. An Ethernet switched hub maps each user workstation address to the
switch backplane, and transmissions are sent down the user LAN segment only when they
are addressed to that user. The Ethernet backplane has a high bandwidth (gigabit range), so
multiple transmissons can share access to the backplane, providing higher bandwidth to each
user.

Uplinks to common network locations (central data server or network backbone) should
incude higher bandwidth. Severd users can accessthe server virtualy at the same time due
to variation in network capacity. Example: A switched Ethernet network with five 10BaseT
segments and one 100BaseT segment (for the data server) can support the cumulative
equivaent of 50-Mbps bandwidth to the server.
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Some Ethernet switches support sngle-user segments configured in duplex mode, which
alows the segment to send and receive messages at the same time (each using one of the
twisted-pair lines). The switch includes a buffer cache, which prevents collisons over the
duplex connections. A duplex connection on a 100-Mbps port can provide up to 200-Mbps
bandwidth (100 Mbpsin each direction). Full duplex connections can support higher
transmission loads, since they protect againg collisions and retransmissions during peak

traffic conditions.

Network technology has improved significantly over the past severd years. Many switches
today include support for avariety of network functions, including protocol conversion and
communication routing. Introduction of switched gigabit Ethernet has enabled many
organizations to replace expensive network backbones with switched gigabit Ethernet, with
sgnificant cost and performance benefits. Network components are becoming a commodity,
with technology improving and costs going down. The Internet technology has significantly
expanded the network communi cation marketplace, encouraging new and faster network
technology.

4.10 Web Services Configuration Guidelines

Implementation of ArclMS Web mapping services places additional demands on the network
infragtructure. The amount of system impact is related to the complexity of the published
mapping services. Map sarvices with smdl (lessthan 10 KB) or alimited number of complex
imageswill have little impact on network traffic. Large images (grester than 100 KB) can have
ggnificant impact on network performance.

Figure 4-12 provides an overview of network performance characteristics that should be

cong dered when deploying a Web mapping solution. The top chart shows the maximum number
of requests that can be supported over various WAN bandwidths based on average map image
sze. The bottom chart shows the optimum transmission time for the various Size map images.
Web information products should be designed to support user performance needs, which may be
dominated by available bandwidth. Standard ArclMS map services should produce images from
30 KB to 50 KB in sze, in order to minimize network transport time to standard ArcIM S client
browsers (50-KB image requires over 17 seconds of network trangport time for 28-Kbps modem
clients, limiting Site capacity to a maximum of 7,400 requests per hour over asingle T-1 Internet
Service Provider connection). ArcGIS desktop users may access ArclM S images from 200 KB
to 400 KB insze. Users generdly demand reasonable performance, or they will not be satisfied.
Proper infrastructure bandwidth and careful map information product design are required to
support high-performance Web solutions.
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Figure4-12
ArclM S Network Performance
Wide Area MNetwork Peak ArcIMS Requests’'Hour {based on Average Image Size)

Bandwidih 10 KB 30 KB 50 KB 75 KB 100 KB 400 KB
56 Ehp=s Modem 20186 E72 403 268 202 50
154 hMhps T-1 55 440 18 480 11,088 7392 5544 1,386
6.16 Mbps T-2 221,760 73,920 44 352 29 565 22176 52544
45 hhps T-3 1,620,000 540,000 324 000 216,000 162,000 40,500
155 Mhbps ATR 5,580,000 1,860,000 1,116 000 744 000 558,000 139,500
Mote: 1 KB =10 Kb HTTP traffic

Wide Area Network Image Transfer Time (sec) based on Average Image Size

Bandwidih 10 KB 30 KB 50 KB 75 KB 100 KB 100 KB
19 Ebps Modem 53 158 26.3 395 526 2105
28 Ehps Modem 3B 10.7 17.9 268 3m\7 1429
56 Khps Modem 1.8 5.4 8.9 13.4 17.9 1.4
256 Ehps 0.4 e 20 29 349 156
512 Ehps 0z 06 1.0 1.5 20 7.8
154 Mhps T-1 0.1 0.2 0.3 0.5 I} 26
6.16 Mhps T-2 0.0 0.0 0.1 0.1 nz 0.5
45 Mhps T-3 n.a 0.a o.a 0.0 n.a 0.1

155 s ATRH

0.0 0.0 0.0

0.0

0.0

0.0

ArcIMS includes an Extract Service that will support data downloads to Web clients over the
Internet. The ArclM S extract service extracts data layers from ArcSDE based on identified
extent, zips the data into a compressed file, and downloads the data to client. Figure 4-13
identifies minimum download times based on available bandwidth and the size of compressed
data packages. Data downloads should be restricted to protect Web ste Internet service
bandwidth. Data downloads can very easly dominate available bandwidth and impact
performance to other Web mapping clients.
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Wide Avea Metwork Peak FTP Downloads/Hour {based on Average File Size)
Bandwidth 1 MB 5 MB 10 MB 20 B 50 MB
56 Kbps Modem 17 3 2 1 1]
154 Mhps T-1 452 92 45 23 9
6.16 hhps T-2 1,848 370 185 92 37
45 hMhps T-3 13 500 2700 1,350 E75 270
155 Mbps ATM 46 500 9,300 4 B50 2325 530
MWote: 1 EE =10 Kh FTF traffic
Wide Area Metwork File Transfer Time (sec) hased on Average File Size
Bandwidth 1 MB 5 MB 10 MB 20 B 50 MB
19 Ebps hModem 526 2B32 5263 10,526 25316
28 Kbps Modem 357 1,786 3571 7,143 17,857
56 Kbps Modem 179 93 1,786 3571 g.929
128 Ebps 78 391 781 1,563 3 905
256 Ehps 29 195 39 781 1,953
154 Mhps T-1 B 32 65 130 325
6.16 hhps T-2 2 g 16 32 81
45 Mhps T-3 1] 1 2 4 11
155 s ATM ] 1 1 3

Many network adminigrators establish and maintain metrics on network utilization, which
help them estimate increased network demands when planning for future user deployments.
Figure 4- 14 provides standard network design planning factors for typical GIS clients, based
on thelr target data source. These numberswill be used in the following chaptersto project
network bandwidth requirements to support planned GIS user deployments.

Figure4-14

Network Design Planning Factors

z 7 Data per Query Traffic per query | Bandwidth per user

Cllent Elatiprm KBpy Compressed KBpq Khpq Khps
ArcSDE AS Client 1,000 200 5,000 500

ArcSDE DC Client 1,000 1,000 10,000 1,000

File Server Client 1,000 5,000 40,000 5,000
Terminal Client 100 28 280 28
ArclMS Browser Client 50 a0 500 50
BArcIMS ArcMap client 100 100 1000 100
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5 GISUsar Needs

System architecture design provides a hardware and network solution that supports the
performance and communication needs of GIS gpplication users. Distributed computer
environments are commonplace throughout the world, providing applications that support users
where they work throughout the organization.

GI S gpplications provide powerful ways to evauate and display information. Application tools
dlow usersto visudly anayze large volumes of data. Access, retrieva, and display of these data
place sgnificant demands on the associated ditributed computer environment.

The GI S software supported by the distributed computer environment will establish primary
requirements for the system design. Some user software requirements have asmall impact on
system design, and others require significant support from system resources. Understanding how
GIS will be used in the workplace is important in order to develop a successful design solution.

5.1 System Design Prerequisites

Many factors contribute to a successful enterprise GIS. A GIS must have the right people, data
resources, gpplications, and hardware to be successful. The type and nature of the GIS
environment must match the needs and skills of the organization.

Figure5-1
Total GIS Environment

Applications

Some basic objectives must be satisfied before an organization is ready to develop an enterprise
system design srategy. These objectives include establishing a st of organizationa goas for
GIS development and identifying application needs and data requirements.

Approved organizationa goals provide a foundation for getting resources necessary to support
implementation. Implementation of an enterprise GIS solution will require top management
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support and must include acommitment from a number of departments throughout the
organization. GIS goa's should include objectives that define what changes the organization
would like to see over the next three- to five-year period. These implementation objectives
edtablish basdine requirements for the system design review.

5.2 GIS Application Needs

The vaue of a GIS isredized when users are provided access to the data. A Sgnificant amount
of the GIS investment isinvolved in establishing and maintaining the data resources. Once these
data are available, thisinvestment can be leveraged to support business operations. The return
on investment isredized as the GIS data and associated information products are made available
to support user operations.

Figure5-2
Geographic Information System
Data > GIS > Information
Maps Storag Products
(Attributes) = +
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A , comd \ New
R onversion —_— Maps
Lines 11 @”‘ _l_> 1
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P Complex 5:‘“! Digiazmg _I_) New
Y ﬁ!i:;; _I_) i Lists
I i
D Digital From j‘m/n% \ Qu
| Other System
- Scanned Drawings . .
G - GPS Coordinates Data Loading
- Satellite Imagery Replication Q
| - Survey Measurements )
- Photogrammetry
T - Aerial Photography |_|:|_|
A Printer
L ;
Interactive Users Digital To
] - Data maintenance - Other Systems
f - Map production R
W Sy anapgie - Query  Analyis ) - Web Services
- Database administration
Roger Tomlinson, - Data loading RHUIIY Iﬂl m II Ifl\//wtmmt

Managing an GIS Seminar, July 2003 - Reconcile and Post

GIS provides technology to collect, store, manage, and anayze relationships between spatia

data. Spatia datais represented in a database as points, lines, polygons, complex features, and
image layers. These spatid data are stored in standard relationa columnsin adatabase. GIS
gpplications support a broad variety of dataintegration and andysis to generate required business
information products. GIS information products may be presented as maps, lidts, or user
workflows that support business operations. These information products can be displayed on a
computer screen, printed on paper, or stored on digital media. Organizationa benefits from the
GIS are achieved by providing user access to these information resources.
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ESRI marketing gaff provide awide variety of support to customers who require help in
identifying solutionsfor their GIS needs. The technica marketing saff understand the GIS
gpplications that best support user workflow requirements. Their responsibility is to understand
their customer's needs and how ESRI software can best support specific user requirements.

Implementation of GIS on an enterprise level has many benefits for the organization, and the
success of these benefits can be redlized with proper investment in the required resources. Only
you can plan for your success. Thinking of ways to leverage GIS data to support effective
business operationsis an effective way to capitdize on the GIS investment.

ESRI software provides gpplications that support usersin abroad range of vertica market
disciplines. ESRI hastechnicd vertica marketing staff trained and focused on supporting GIS
use in the work environment, and ESRI software solutions provide the tools required to support
your operational needs.

An agpplication needs assessment must be completed by the business units that require the GIS
information products. The needs assessment should be led by in-house GIS staff with support
from an executive sponsor. Professona GI'S consultants can be used to facilitate the planning
process. Planning is normaly criticd to justify the required GIS investments and provide a
framework to support enterprise GIS implementation.

Figure5-3
Application Needs Assessment

ﬁ fi;;’rmwn 2 / — q
Application Needs
Business Processes (User productivity tools) Data Requirements
(Information resources)

GIS Deployment Schedule
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Liata Myraboa
Toatalure Do :
Appkakon Drvelspaisn — ——

bt D e plowm e

Planning with regular commitmentsleadsto success

Many technica efforts must be planned and coordinated to support a successful deployment. The
gpplication needs assessment requires understanding user work processes, and identifying deta
and application requirements for supporting these work processesin a GIS environment.
Understanding user workflow requirementsis the first opportunity to begin optimizing GIS
workflow requirements.

The user needs assessment must be documented. The result of the gpplication needs assessment
must identify user work requirements, list existing and required data resources, and identify a
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prioritized list of GIS gpplications required to support user requirements. The study should dso
provide a plan for supporting implementation of these resources over time.

Dr. Roger Tomlinson's recently published book “Thinking About GIS’ provides an excdlent
overview of the GIS planning process. Dr. Tomlinson has dedicated over 42 years of hislifeto
the planning and deployment of GIS operations. Within the GIS community, Dr. Tomlinson is
recognized asthe father of GIS. Dr. Tomlinson'singght on enterprise GIS planning isdso the
foundation for the ESRI Planning for GIS sdf-study Web course, available on the ESRI Virtua
Campus. These resources can be very helpful to GIS managers and organi zations that want to
leverage their GIS resources and regp the benefits of a successful enterprise GIS.

Figure5-4
Planning for GIS

Dr. Roger Tomlinson

Tomlinson Associates Ltd.
17 Kippewa Drive

Ottawa, Canada K1S 3G3 .»—‘r 1 . 1 . :
talgeo@magma.ca UNKINYG /X
— About &
Thinking About GIS ... LADOUL S
Geagraphic Inforsation Syatem Planning lor Managers =
Based on the simple concept that you must think
first and decide what you want from your GIS.
Walks readers through a process that will result in a
working GIS. Available through ESRI Press.

http://gis.esri.com/esripress

Planning for GIS

A sf-study Web Course available on
the ESRI Virtual Campus
http://campus.esri.com

Rng{:r Tomlinson

Once the application needs are understood, a GI S system design consultant can work with the
GIS design team to identify the location and number of users who will need accessto the
goplication, and establish the frequency with which they will be using the sysem. Thisis
generaly accomplished by direct discussions between the system design consultant and selected
user representatives.

5.3 GIS User Needs Assessment

There are afew basic user requirements that must be understood to support an effective system
design solution.  These requirements include identifying where the GIS users are located in
relation to the associated data resources (Site locations), what network communications are
available to connect user sites with the GI'S data sources, and what types of users are located at
theselocations. Figure 5-5 provides an overview of the system architecture needs assessment.
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Figure55
System Ar chitectur e Needs Assessment

= GISUser Locations
o User Departments
» Site Locations
=  Network Communications
o Local AreaNetwork Standards
o Wide Area Network Bandwidth
= GISUser Types

« ArcGIS (Arclnfo, ArcEditor, ArcView)
o Web Services (Web information products, project reporting)

5.3.1 GIS User Locations

All locations within the organization that require access to GIS gpplications mugt be identified.
The system design for each location will be developed to support the number of GIS users at that
location.

5.3.2 Network Communications

The network communications between the different locations must be identified to support the
system design assessment. Network bandwidth will identify communication congraints that
must be supported in the system design solution.

The City of Rome will be used as a case study to present the system design process. The City
has over 450 employees that require GIS information to support their normal work processes.
These employees are located in the Planning, Engineering, Police, and Operations departments
throughout the City. Additiond employees throughout the remaining City departments will
benefit from deployment of standard GIS information products through published Web
goplications.
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Figure 5-6 provides asample format for identifying locations throughout atypica organization.
Thisdrawing provides an overview of the facility locations and the associated network
environment to be addressed in the system design studly.

J-6017

Figure5-6
Network Communications Overview
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Managing an GIS Seminar, July 2003

The drawing identifies each of the user locations and how they are connected through the wide
areanetwork and Internet.

5.3.3 GIS User Types

The types of GIS users can be divided into two basic categories.  The ArcGIS desktop users will
require desktop applications for GIS processing. The remaining users can be supported by
ArclMS map services.

ArcGIl S Desktop. Includes Desktop GIS specidists supporting generd spatia query and
andysis studies, smple map production, and genera- purpose query and anadysis operations,
including al ArcEditor and ArcView dients. GIS applications for custom business solutions
and other ArcView 3 GIS clients that support specific business needs should aso be included
in this category.

ArclMS Map Services. ESRI Internet Map Services provide transaction-based map
products to intranet and Internet browser clients. ArclMS supports transactionbased Web
services for users requiring access to standard map products. ArciMS can aso beused asa
data source for ArcGIS desktop clients.
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5.3.4 User Workflow Analysis

The template provided in Figure 5-7 was used to document the Y ear-1 user gpplication
requirements for the City of Rome. The spreadsheet identifies user workflow requirements at
each physicd facility location, addressed a the department level.

Figure5-7
City of Rome Planning
Workflow Analysis— Year 1

City of Rome Peak Usage
January 1, 2004 Total ArcGIS Desktop Web
Department Workflow Info. Product User Type Users | Arcinfo = ArcEditor = ArcView | Reg/Hr
Site 1 - City Hall
Planning Zoning 1.0 Planner 20 g
144 YWeh Service 2 600
Permits 1.2 Inspectar 20 10
1.3 Appraiser 15 =]
1.4 Supervisor 2 2
1.5 YWeb Service 500
Enginesring Sewer Backup 21 Engineer 4 3
22 YWWeb Service 500
Elec. Breaks 23 Electrician 13 4]
2.4 Supervisor 2 1
248 Web Service 500
Hwy Repair 26 Field Eng. 10 4
27 Cuontracts 4 4
IT Department Fublic 5.0 YWeh Service 5,000
Subtatal City Hall 30 15 31 9,600
Site 2 - Operations Facility
Operatiohs [Clean-up Prog. 3.1 Op. Staff 4 2
Subtotal Operations 4 2
Remote Field Offices (WAN)
Site 3 Freehery Inspection 4.1 Field Engineer 40 35
Site 4 Willsherg Inspection 4.1 Field Engineer 30 20
Field Offices Inspection 4.2 Web Service 1,200
Subtotal Field Offices 70 55 1,200
CITY TOTALS

The following information was included in columns on the chart:
Department. Lowest organizationa level addressed in the study.
Workflow. Type of work supported by the department.

Information Product. Provides akey for rdating workflow to information products identified
in the user needs assessment.

User Type. Job title or type of users requiring specific GIS applications to support their
workflow.

Total Users. Totd GIS usersin the department who will use the application.

Peak Usage. Peak number of users on the system at onetime. ArcGIS desktop users are
identified by product level (Arcinfo, ArcEditor, ArcView). Web services are represented by
estimated peak transaction rates (requests per hour). The peak usage loads will be gpplied in the
design andyssto identify system capacity requirements.

ESRI White Paper

57



System Design Strategies 5.0 GISUser Needs

J-6017

Each department manager was held respongible to vdidate the find workflow analysis. A
workflow analysis was completed for each implementation phase. Figure 5-8 provides the
results of the City of Rome Y ear-2 workflow andyss.

Figure5-8
City of Rome Planning
Workflow Analysis— Year 2

City of Rome Peak Usage
January 1, 2005 Tutal ArcGlS Dasktop Wah
e et Workflow  Dinfo. Prosduet | User Ty llaars Arcinfa  ArcEditon | BieView RedHi
Sine 1 - Ciry Hall Herw'ork
Flanning Toning 1.0 Flannar 25 15
1.1 Wiabh Sardce 2200
Farmits 1.7 [Inspactor 2 15
1.4 Appraiser i} i}
1.4 Eupemisar 5 2
1.5 ek Sarice e all]
Engineenng Sewer Backup 2.1 Enginesr 5 3
2.3 Wab Sardce 1,000
Elec. Breahks 23 Elgctician 13 =1
2.4 | Bupanisar 2 1 |
2.8 Wiiabh Sardce 1,500
iy Repair 2.8 |Fizld Eng 11 | T
27 Cortracts 1 ]
IT Dapatmard Fublic 5.0 Wab Sarica 10,000
Subtotal City Hall 11 A0 44 16, 400
Sine 1 - Police Netwark
Folice (Firawall) Fatrol Schad a1 Adrmin ] 1] 3
5.1 Wiab Sersces el
Cnma Lnalysis 5.1 Diatectivas 0 5
Spac. Evars 54 Trafiic 10 E]
Sulitotal Police i) 5 [ 200
Site 2 - Dperations Facility
Oparations Clear-up Prog ad Q. Stafl L] d
a1 Responeg 3.2 Call Takers =) 40
3.3 Wiab Sanicas 4000
Ramole wehicles Digpaich 3.4 Cinuers =0 =0
Subtotal Dperalions [X] Ié A
Remone Field Offices (WaAN)
Site 3 Freeberg Inspection 4.1 Field Engineer 45 30
Site 4 Willabery Inapaction 4.1 Field Enginear [=1] 40
WAk Field Crifice Inzpection 4.2 Wieh Serdces 1,00
Subbotal WAH Ofices 0 il 1.
Famata Fiald Officas {Intarnet VPH)
Site 5 Perth In=zpection 4.3 Fleld Engirnegr 10 2
Site B Waimsh Inspaction 4.3 Field Enginear A 40
Site J Jackeon In=zpection 43 Field Enginear [=1] i
Irarnat Field Ofices Inspaction 4.7 Miab Sardce 1,200
Subiotal Intornat I.'lﬁci:- 120 202 3,700
CITY TOTALS
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Figure 5-9 provides an overview of a City of Rome user requirements. The total number of
concurrent users provide a basis for establishing server platform specifications and network
bandwidth requirements. Each department manager should carefully review their GIS needs and
identify the number of concurrent gpplication users required to support their work environment.
Totd GIS users areidentified for each department. Peak concurrent user loads are identified by
software license leve (Al:Arclnfo, AE:ArcEditor, AV:ArcView). Estimated peak concurrent
use provides a foundation for software licensing requirements and estimating pesk system
infrastructure processing loads. User inventory is represented over time by snapshot views of the
user environment (January 2004, January 2005, €ic.).

Figure 5-9
User Application Requirements Overview
January 1, 2004 January 1, 2005
CITY OF ROME Total Peak Loads Web Total Peak Loads Web
Users Al AE AV  Req/Hr | Users Al  AE AV Req/Hr
Site 1 - City Hall Network
Planning a7 g 20 3,200 75 12 30 3,500
Engineering B3 7 11 1,400 35 7 14 2,500
IT Department (Fublic Web Serices 5,000 10,000
Subtotal City Hall] 90 15 31 9,600 110 19 44 16,400
Site 1 - Police Netwaork
Poalice (Firewally 30 5 B 200
Police totals 30 5 6 200
Site 2 - Operations Facility
Operations 4 2 4 2
911 50 40 4,000
Remote Yehicles 30 30
Operations Totals] 4 2 84 72 4,000
Remote Field Offices (WAN)
Site 3 Freebery 40 35 G000 45 30 &00
Site 4 YWillsherg 30 20 GO0 B0 40 &00
Subtotal WAN Offices| 70 59 1,200 105 70 1,200
Remote Field Offices (Internet WVPN)
Site & Perth 10 2 100
Site B Wawash a0 40 &00
Site 7 Jackson B0 20 B00
Subtotal Internet Offices| 120 62 1,300
CITY TOTALS 164 15 88 10,800 449 24 254 23,100

Mote: ArcGIS Desktop (Al = Arclnfo, AE = ArcEditor, A% = ArcWiew)
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5.4 System Architecture Design Review

People skills and experience in maintaining distributed computer system solutions are important
cong derations when sdlecting a system design. Maintenance of the distributed computer
environment will be a critical consderation in selecting appropriate vendor solutions.

Experience and training in maintaining specific computer environments may identify a particular
design solution as the best fit for your organization. Figure 5-10 provides an overview of issues
to address during a system design review.

Figure5-10
Build on Existing I T Investments

e Platform and Networ k Environments

— Hardware Experience
— Maintenance Relationships
—  Staff Training

 Hardware Policiesand Standards
—  Management Preferences
—  Established Vendor Relationships

* Operational Constraintsand Priorities
—  System Availability Reguirements
—  System Security Requirements
— Application Performance Needs

o System Administration Experience

—  System Administration Support
—  Network Administration Support
—  Support Staff Administration Strategies

 Financial Considerations
— Available Financial Resources
—  Performance/Cost Considerations

Platform and Network Environments. The design consultant should review the current
vendor platforms and network environments. These are the environments that are
currently maintained by the organization. Hardware experience, maintenance
relaionships, and gaff training represent a congderable amount of investment for any
organization. Proposed GIS design solutions should take advantage of corporate
experience gained from working with the established platform and network environment.

Hardwar e Policies and Standards. Organizations develop policies and standards that
support their hardware investment decisons. Understanding management preferences
and associated vendor relationships will provide indght into a design solution that can be
supported best by the organization.
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Operational Congtraintsand Priorities. Understanding the type of operations
supported by the GIS solution will identify requirements for fault tolerance, security,
gpplication performance, and the type of client/server architecture that would be
appropriate to support these operations.

System Administration Experience. The skills and experience of the systems support
daff provide afoundation for supporting the final design solution. Understanding
network administration and hardware support experience, in conjunction with support
daff preference for future adminigiration strategies, will help guide the consultant to
compatible hardware vendor solutions.

Financial Consderations. Thefind solution must be affordable. An organization will
not implement a solution that is beyond their avallable financid resources. With system
design, cost isafunction of performance and rdiability. If cost isan issue, the sysem
design must facilitate a compromise between user gpplication performance, system
reliability, and cost. The design consultant must identify a hardware solution that
provides optimum performance and rdligbility within identified budget congtraints.

Current technology supports distribution of GIS solutions to clients throughout an enterprise
environment, but there are limitations that apply to any distributed computer system design. It is
important to clearly understand red GIS user needs and discuss dternative options for meeting
those needs with your systems support staff in order to identify the most cost- effective solution.

5.5 System Configuration Alternatives

Severd GIS configuration dternatives are available to support user processing requirements.
The optimum configuration srategy can be identified once organizationa and user requirements
are understood.

5.5.1 Central Computing Architecture

A centra computing architecture can support ArcGIS desktop and ArclMS map service clients
throughout the enterprise network environment.

ArcGI S desktop applications can be deployed in a distributed local area network (LAN)
environment taking full advantage of standard network protocols. Applications are executed
in supported local workstation operating system environments. Direct access to distributed
GIS datais provided using standard network disk-sharing protocols.

ArcGIS desktop applications can be ingtaled on centra application server platforms, hosting
multiple remote terminal-based clients. Applications running on the application server are
displayed and controlled by users located at remote desktop display terminals. Applications
and GIS data servers can be located in the same controlled central computer environment.

ArcIMS Web services support thin client GIS users and provide a data source for ArcGIS
desktop clients. This environment allows a single gpplication process to provide smultaneous
support to alarge number of concurrent GIS users. The ESRI Internet Map Server ArclMS
components are ingtdled with a standard Web server that directs inbound map requests to
waiting map service agents located on the map server. Each request is serviced within
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seconds and returned to browser clients throughout the enterprise. Figure 5-11 provides an

overview of ESRI centrdized architecture solutions.

Figure5-11
Central Server with Workstation Clients

J-6017

Data/Server
Consolidation

File Server ArcSDE Server Attribute Server

AN

S

LAN
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Browser  Workstations

Terminals

WHY CONSOLIDATE?
*Reduce HW cost
*Reduce admin cost

L ow implementation risk

oI ntegrated operations
Il mproved data access
eImproved security
*Reduce network traffic

Server and data consolidation is an effective way to reduce overdl GIS implementation and
support cost. There are severd advantages of supporting GIS operations from acentra
processing environment:

Reduce Hardware Cost. Client workstation upgrades are much more
supporting heavy gpplications on a centra termind server.

Reduce Administration Cost. Applications and user workspaces are much easier to support

from a centralized processing environment.

expendve than

L ow Implementation Risk. Centra solutions are much easier to deploy than distributed
architectures. Oncethe system isingtaled and operationa in the computer center, it can be
deployed throughout the enterprise by smply upgrading the user group profiles.

I ntegrated Operations. Dataintegration is much smpler to support with dl data sources
located in the computer center on the same network as the client applications.

Improved Data Access. High bandwidth within the computer center reduces network

contention and improves gpplication performance.

Improved Security. Applications and data access are restricted to the
processing environment.

central computer
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Reduced Network Traffic. Heavy traffic isisolated on the computer center network,
enterprise traffic islimited to termind client display information and plotting traffic.

5.5.2 Distributed Data and Workstation Processing (WAN)

This solution provides GIS data resources to each site location. It aso includes applications

running on the client desktop, with network access to distributed data sources at each location.
Thisisatypicd solution when users are located at a reasonable number of distributed Stes and
WAN communications are not reliable enough to support certralized operationd requirements.

Figure5-12
Distributed Data and Workstation Processing (WAN)

Arcinfoor ArcView GIS
Clients

i@ éﬂé

Arcinfoor ArcView GIS |1 oo o i re0 paTa soLUTIoNs g Arcinfoor ArcView GIS
Clients Clients

eIncrease HW cost

I ncrease admin cost
*High implementation risk
eDisconnected operations
eLimited dataaccess
*Reduced security

eI ncreased network traffic

A central data server maintains acomposite copy of the GIS datalibraries. Required dataiis
replicated from the central data server to regional data serversto support data currency
requirements. Data updates from the regions are replicated back to the central data server for
find processng.

Didiributing data requires additional servers and disk storage. Distributed solutions require
multiple copies of the data. Asthe size of data grows, the cost for supporting distributed
solutionswill increase. Distributed solutions continue to present both implementation risk and
follow-on maintenance chalenges, and clearly result in higher cost environments. A clear
judtification should be vaidated before recommending a distributed architecture environment.
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5.6 Choosing a System Configuration

The best solution for a given organization will depend on the digtribution of the user community
and the type of operationd datain use. User requirements determine the number of machines
necessary to support the operationa environment, the amount of memory required to support the
gpplications, and the amount of disk needed to support the system solution.

Figure5-13
Choosing a System Configuration

* Best Solution Leverages Current I T Investments
e User Needs Set Foundation for Hardwar e Selection

o Platform Selection Based on User Needs

— Typesof user applications

— User locations and network communications

— Location of GIS data resources

— Peak user loads on system

— Peak processing loads on selected hardware components

e Contributing Factorsto Final Design
— Existing hardware and support experience
— Organizational system design policies/preferences
— Operational constraints and priorities
— Future growth plang/available budget

A basic ingredient to understanding and applying results of the user needs assessment is
identification of the type of users on the system and the workstation performance needed to
support these functions. Information required includes number of users on the system, the
percent of time each will be using their GIS gpplication, Size of the user directories (workspace),
Sze and type of other gpplications on the system, and user performance requirements. In
addition, where data fileswill be located on the system, how users will access these data, and
how much disk space will be needed to store the data are considerations. Also, it isimportant to
understand the facility layout and available network communications and to evaduate the
environment for potential performance bottlenecks. Other factors include accounting for existing
equipment, organizationa policies, preference toward available system design Strategies, future
growth plans, and available budget.

J6017
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5.7 Hardware Component Selection

Once a configuration strategy is identified, the specific server platforms required to support the
solution can be identified.

Figure5-14
Hardwar e Component Selection
Centralized Solution

January 1, 2004

January 1, 2005

CITY OF ROME Total Peak Loads Web Total Peak Loads Web
Users Al AE AV Reqg/Hr | Users Al  AE AV Reqg/Hr
Site 1 - City Hall Network
Planning 57 B 20 3,200 75 12 30 3500
Engineering 33 7 11 1,400 35 7 14 2,800
IT Department (Public YWeb Services 5,000 10,000
Subtotal City Hall] 90 15 31 9,600 110 19 44 16,400
Site 1 - Police Network
Palice (Firewsall) 30 & B 200
Police totals) 30 5 6 200
Site 2 - Operations Facility
Operations 4 2 4 2
911 50 40 4,000
Femote “Wehicles P P 30 I
Operations Totals| 4 ) A2?J) 84 A ) A 72) 4,000
Remote Field Offices (WAN) 4 4 4 4
Site 3 Freebery 40 &5 G500 45 30 G500
Site 4 Willsherg 30 P L EO00 BOl a0 &00
Subtotal WAN Offices] 70 £ ) &ﬁ) 1,200 100 LD ng) 1.200
Remote Field Offices {Internet VP N} 7 “ v v
Site 5 Perth 10 2 100

Site B YWawash
Site ¥ Jackson

Subtotal Internet Offices

CITY TOTALS

Mote: ArcGIS Desktop (Al = Arclnfa,

Server Platforms

Tota
Users

164 £ 88) C10.800
AE= )

Totgl
Use

Req/Hr

City Hall Computer Room
Arc=0E Geodatabase
Windows Terminal Servers

Al
4
24

AV
N

254

04

\

Arclhds Webh Serer

Req

uests per hour

23,100

Centralized Solution. Thefirgt step isto identify required platform componentsto
support user requirements and comply with infrastructure congraints. In this centrdized
solution, we selected an ArcSDE geodatabase server, aWindows Terminal Server, and an
ArcIMS server to be located at the City Hall IT Data Center. The centrd ArcSDE

database will support dl shared data resources, the Windows Termina Server will

provide remote user access to gpplications located at the central computer facility (this
will comply with WAN bandwidth regtrictions), and the ArclMS server will support Web
mapping services from the central database.

The next step isto trandate peak user loads identified at the Site and department levelsto
the associated platforms that support their application and data processing. The result of
this analysis identifies peak user loads for each of the sdlected hardware components.
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Section 7 will take these user loads and generate performance specifications for each of
the selected hardware components.

Figure5-15

Hardwar e Component Selection

Distributed Solution

January 1, 2004 January 1, 2005
CITY OF ROME Total Peak Loads Web Total Peak Loads Web
Users Al AE AWV Req/Hr | Users Al AE AV Req/Hr
Site 1 - City Hall Network
Planning a7 8 20 3,200 75 12 30 3,500
Engineeting 33 7 11 1400 35 7 14 2500
IT Depatment (Public Web Services ‘ 5,000 10,000
Subtotal City Hall] 90  _C15) C31) 9600 110 ,C19) L44) 16.400
Site 1 - Police Network
Palice (Firewall) A P L5 B 200
Police totals CJ B0 5 6 200
Site 2 - Operations Facility /
Operations 4 2 2
911 i 40 4,000
Remote “ehicles I A) 3Il A) SAD)
Operations Totals 4 ‘ ) 2 Bi 72 4,000
Remote Field Offices (WAN) ; ’; ;
Site 3 Freeberg K 35 600 30 600
Site 4 YWillshery 3E — SRR E00 S Al 500
Subtotal WAN Offices| WPl ALY A55) 1200 1HHIA D A0
Remote Field Offices (Internet VPN) Y/ v i/ Yy
Site 5 Perth ) ¢ ) 4 | = 100
Site B Wawash 40 600
Site 7 Jackson | g 20 &00
Subtotal Internet Offices 13 | {62) 1300
CITY TOTALS 88 _Car0800] M4y 24 (Il 254 C23.100
Mote: ArcGIS Desktop (Al = Arclnfo, Al Archied “
|
Jan 1, 2004 Jan 1, 2005
Server Platforms 4l Pedk | dads Web |1 I Pedk Lhads Web
IEggs| Al I AV Req/Hr | L§g Al nEl AV Req/Hr
City Hall Computer Room o q y ¥ y ¥
ArcS0DE Geodatabase * 15 *EE *19 ‘1?5
YWindows Taerminal Servers 55 132
ArclS Web Serer Requeskfpler hour' 10800 Reques uer hour 15,3900
Police Computer Room
AreSDE Server * * * 5 5]
Aol Web Serer Requestsfplr hour Requestgfler hour 200
Operations Facility ‘ k ‘
ArcS0E Geodatabase ‘ ‘ 2 ‘ ‘ 72
Windows Terminal Servers 30
ArcIMS Weh Sener Requests per hour Requests per hour 4 000

Distributed Solution. The first step isto identify required platform components to
support user requirements and comply with infrastructure congtraints. For the City of
Rome didtributed option, the Police required a separate secure data server and Operations
required a server located at the Operations Facility’ s emergency control center.

In this distributed solution, we selected an ArcSDE geodatabase server, a Windows
Termina Server, and an ArclM S sexrver to be located at the City Hall Data Center. We
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identified a separate ArcSDE geodatabase server and Web server that would be located at
the Police Network, and an ArcSDE server for the Operations Facility. The central
ArcSDE database will maintain and support al enterprise GIS data resources. A copy of
these data will be replicated to the Police and Operations data servers. Windows
Termind Servers will support remote user access for the remote locations to applications
located at the City Hall Computer Facility, and the centrd ArclM S server will support
Web mapping services from the central City Hall database. The Police will have a
separate ArclM S server for thelr secure network.

The next step isto trandate peak user loads identified at the Site and department levelsto
the associated platforms that support their gpplication and data processing. The result of
thisanalysis provides peak user |oads on the components we selected to support the
enterprise GIS operations. Section 7 will take these user |oads and generate performance
specifications for each of the selected hardware components.

Sizing modds introduced in Sections 6 and 7 will be used to identify candidate hardware
platform configurations that support the peak user loads identified above.

5.8 Network Suitability Analysis

Enterprise GI S operations require adequate network capacity to support user performance needs.
The network suitability analysis can be used to identify communication performance risk
associated with deploying the GIS operations.

A complete network analysisis normaly beyond the scope of atypicd GIS system architecture
design assessment. The network supports user applications throughout the organi zation.
Although GIS users may be asmal fraction of the total user population, the GIS gpplications
may require amajor portion of the available network bandwidth.

A network suitability assessment can be completed based on the identified GIS user needs. The
firs sep isto identify critica network components that will be evaluated in the andlyss. A clear
undergtanding of the network traffic flow will be required to support the andysis. Network
gateway components connecting each facility to the wide area networks or Internet service
providers are the most common traffic bottlenecks, and these components would be appropriate
candidates for evauation during the network suitability andyss.

ESRI White Paper 517



System Design Strategies

5.0 GISUser Needs

Figure 5-16 shows a network loads analysis for the centralized City of Rome configuration.

Figure5-16
Network Loads Analysis
Centralized Solution

January 1, 2004

January 1, 2005

CITY OF ROME Total Peak Loads Web Total Peak Loads Web
Users Al AE AV  Reg/Hr | Users Al AE AV Reqg/Hr
Site 1 - City Hall Network ArcSDE /ArclM Sfor all officesand Public
Planning 57 8 20 3,200 75 12 30 3,500
Engineering 23 7 11 1,400 35 7 14 2900
IT Departrment (Public ¥Web Services 5,000 © 10,000
Subtotal City Halll 90 15 31 9,600 110 19 44 16,400
Site 1 - Police Network ArcSDE for local clients/ dialup fof remote patrol cars
Palice (Firewall) 30 5 =] 200
Police totals) 30 5 6 200

Site 2 - Operations Facility Te

minal WAN accessfor local clients

Internet access for remate vehicles

Operations 4 2 4 2
911 a0 A0 4 000
Remote Yehicles e 30 © an
Operations Totals| 4 2 84 @ 72 4,000
Remote Field Offices (WAN) Terminal WAN accessto City Hall
Site 3 Freebery 40 ®© 35 B00 45 ® =0 00
Site 4 Willshery 30 (4] 20 RB00 R0 @ 40 R00
Subtotal WAN Offices] 70 9 35 1,200 105 _9 0 1.200
Remote Field Offices (Internet VPN)  Terminal Internet VPN Internet accessto City Hall
Site 5 Perth (D) 10 ©® 100
Site B Wawash g 50 ? 40 B0
Site 7 Jacksaon B0 (I 00
Subtotal Internet Offices (4] 120 e 62 1,300
CITY TOTALS 164 15 88 10,800 449 24 254 23,100

Mote: ArcGlE Desktop (Al = Arcinfa,

AE = ArcEditor, &AW = ArcWiew

January 1, 2004 January 1, 2003
Network Suitability Bandwidth Peak Loads Webh Total Peak Loads Weh
Mhps Al AE AV  Req/Hr Users Al  AE AV Req/Hr

City Hall
City WAN Connection 54 . i 1,200 54 ® 11 5,200
Internet Connection (T-1) 1.54 o 5,000 54 @52 11300
Operations Facility
WAN Connection (T-1) 1.54 2 1.54 42 4,000
Remote Field Offices
Site 3 Freebery 1.54
Site 4 Willsherg 1.54
Site 5 Perth 1.54
Site B Wawash 1.54
Site 7 Jackson

Gateway connections to the WAN and Internet were identified for the analysis. User loads were

identified for each of the gateway

connections.

City WAN Connection. Includes pesk |oads from the Operations Facility and remote WAN

field offices

City Hall Internet Connection. Includes Web traffic from the IT Department, Remote
Operdtions vehicle traffic, and traffic from the Internet connected field offices.

J-6017
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Operations Facility WAN Connection. Incudesdl traffic from the Operations Fecility, except
traffic from the remote vehicles (they access the City Hall Web server over the Internet
connection).

Remote Field Office Connections. Includesal traffic from the remote fidd offices.

Once the peak traffic loads are identified for each of the component gateways, the user loads and
transaction rates can be converted to traffic bandwidth. The conversion process is demontrated
in Hgure 5-17.

Figure 5-17
Network Suitability Analysis— Step 1
Centralized Solution

January 1, 2004 January 1, 2005
Network Suitability Bandwidth Peak Loads Web Total Peak Loads Web
Mhbps Al AE AV  Reqg/Hr Users Al AE AV Req/Hr

City Hall
City WAN Connection 1.54 a7 1,200 1.54 142 5,200
Internet Connection (T-1) 1.54 5,000 1.54 B2 11,300
Operations Facility
WWAN Connection (T-1) 1.54 2 1.54 42 4,000
Remote Field Offices
Site 3 Freebery 1.54 35 E00 1.54 30 BO0
Site 4 Willsherg 1.54 20 500 1.54 40 &00
Site 5 Perth 1.54 S—— r_/ 1.54 2 100
Site B Wawash 1.54 ’ 1.54 40 B00
Site 7 Jackson 1.54 1.54 20 GO0

Combine = Convert

I
Janiary 1, 2004 |
Available User Loads Network Loads Mbps
Network Suitability Bandwidth | ArgGIS | ArclMS ArcGIS ArcIMS Required
Mhps Degktop  ReqfSec | Desktop Req/Sec  Bandwidth
City Hall Wesign Fadprs | (0.028) (0.5) TOTAL
City WAN Connection 1.54 a7 0.33 1.60 017 1.76
Internet Connection (T-1) 1.54 e 059 0.69
Operations Facility Design Factors (0.028) (0.5) TOTAL
WAN Connection (T-1) 1.54 2 0.0B 0.06
Remote Field Offices Design Factors (0.028) (0.5) TOTAL
Site 3 Freebery 1.54 35 B 0.98 0.05 1.06
Site 4 Willsberg 1.54 20 BT 0.56 0.05 064
Site 5 Perth 1.54
Site & Wawash 1.54
Site 7 Jackson 1.54
Design Factors: Waorkstation 0,500 Mbps, Terminal 0.028Mbps, Browser 0.500Mb

Inthis analyss, ArcGIS desktop loads are combined into a single column, and Web transaction
rates are converted from hours to seconds (divide by 3,600) to support the fina network
suitability andyss

Network design factors are used to trandate user loads to estimated network traffic. The
trandated network traffic (Mbps) was then combined to identify total network traffic
requirements. LAN environments typically reach saturation at 25 to 35 percent bandwidth
utilization, and should be upgraded to avoid saturation. WAN environments experience transport
delays at roughly the same traffic levels, and upgrades should be considered as traffic approaches
50 percent utilization.
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Figure 5-18
Network Suitability Analysis— Step 2
Centralized Solution
Januarng 1, 2004 Jamuary 1, A5
Harwaork Suitability Bandwiilth Peak Loads Web Total Peak Loads Web

M= Al AE AW HeqgHr Users Al  AF AW Heq Hr

Ciky Hall

City ¥ahl Connaction 1.54 T 1,200 1.54 142 5,200

Intermal Connection [T-1) 154 S 000 1.54 2 11,300

Dperations Faciling

WAl Cornection [T-1) 1.54 2 154 42 4,000

Famate Fiald Officas

Site 3 Froabeny 1.54 35 00 1.54 30 =00

Site 4 Willsberg 154 a0 GO0 154 40 =00

5 1.54 154 2 1

5 1.54 154 40 B

Site 7 Jack=on 1.54 154 N A, =00

~ /
Combine Convert
January 1, 2405 /
Awailabla Wsar Lhails Matwark Loads Mbps
Hetwerk Suitability Bandwidih | &icGlg/ AiclMS ArcGls ArclMs Required
Wl prs Deskiop  Reg'Sec | Deskiop RegSec | Bandwidth

Ciny Hall Design Factors (0.028) (0.5 TOTAL
City VAN Connection 1.54 142 1.44 398 0.72 470
Intarmat Connection [T-1) 1 B2 .14 1.74 1.57 :
Orperations Facility Design Factors (0.028) (0.5) TOTAL
WM Connection [T-1) 1.54 41 1.1 1.18 0.56 173
Remote Fiald Offices Design Factors (0.028) (0.5) TOTAL
Site 3 F raetien) 1.54 a IR 084 n.oa 0.5
Site 4 Willebeny 1.54 41 o7 1:12 0.0e .20
Site & Perh 154 2 0oz 0.06 0.01 oor
Site B Wiamash 1.54 40 oy 112 [ERIL 1.0
Site 7 Jackson 1.54 il 017 1.56 0.08 [I=]
Cazign Factors MWorkstation 0 500 Mbps, Tamrnal 0L020bps, Broweer 0 S0Mbpg

The results of the bandwidth suitability anaysis shows a projected severe bottleneck for the City
WAN connection (available bandwidth of 1.54 Mbps, required bandwidth of 1.76 Mbps). The
Freeberg, Willsberg, and City Hal Internet connections were aso exceeding 35 percent
utilization rates. The City WAN connection should be upgraded to a T-2 connection (6 Mbps) to
support the Y ear- 1 implementation. The Freeberg, Willsberg, and City Hall Internet connections
shoud be monitored very closely and upgraded if necessary to avoid user performance problems.

Wide Area Network updates can normaly be deferred until required, aslong as the service
provider is able to support the required bandwidth upgrade. Service providers should be

contacted as early as possible to verify bandwidth expansion capabilities (infrastructure upgraded
to increase bandwidth capacity can take time).
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This same analys's can be conducted for the distributed architecture, and the results will differ
accordingly. Figures 5-19, 5-20, and 5-21 show the results of the ditributed network suitability

andyss.

Figure5-19

Network Loads Analysis

Distributed Solution

January 1, 2004

January 1, 2005

CITY OF ROME Total Peak Loads Web Total Peak Loads Web
Users Al AE AV  Reg/Hr | Users Al  AE AV Req/Hr
Site 1 - City Hall Network ArcSDE /ArclM Sfor City Hall and|Remote Offices/ Pubic
Planning a7 g 20 3.200 75 12 30 3.500
Engineering 33 7 11 1,400 35 7 14 2500
IT Departrment (Public ¥Web Services 5,000 10,000
Subtotal City Halll 90 15 31 9,600 110 19 44 16,400
Site 1 - Police Network ArcSDE for local clients/ dialup fof remote patrol cars
Palice (Firewall) 30 5 5] 200
Police totals 30 5 6 200

Site 2 - Operations Facility

ArcSDE for local clients/ Terminal

WAN access for remote vehicles

Operations 4 2 4 2
911 50 40 4,000
Remate Yehicles CC 30 eC
Operations Totals 4 2 84 72 4.000
Remote Field Offices (WAN) Terminal WAN accessto City Hall
Site 3 Freeberg 40 © 35 GO0 45 ® 0 GO0
Site 4 Willshery 30 [ 4) 20 GO0 &0 @ i 500
Subtotal WAN Offices| 70 © 5 1,200 105 © 70 1,200
Remote Field Offices {Internet VPN)I nternet VPN WAN accessto City|Hall
Site 5 Perth @ 10 ® : 100
Site B Wawash g &0 ® BO0
Site 7 Jacksaon B0 P o 00
Subtotal Internet Offices e 120 é 62 1,300
CITY TOTALS 164 15 88 10,800 449 24 254 | 23,100

Mote: ArcGIS Desktop (Al = Arclnfo,

AE = ArcEditar, AV = ArcWiew)

January 1, 2004 January 1, 2005
Network Suitability Bandwidth Peak Loads Web Total Peak Loads Web
Mbps Al AE AV Req/Hr Users Al AE AV Req/Hr

City Hall
City WAMN Connection 1.684 . S 1,200 1.64 . 142 5,200
Internet Connection (T-1) 1.54 o 5,000 1.54 0 = 11,300
Operations Facility
WAN Connection (T-1) 1.54 2 1.54 42 4,000
Remote Field Offices
Site 3 Freebery 1.54
Site 4 Willsherg 1.54
Site 5 Perth 1.54
Site B Wawash 1.54
Site 7 Jackson 12
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Figure 5-20
Network Suitability Analysis— Step 1
Distributed Solution
Jamuary 1., 2004 January 1, 2005
Hahwerk Suitahility Bandwidth Peak Loads Web Total Peak Loads Wifelr
Wlhp= A&l AF AW  ReqgHr Users &  &aF AW Regtr
Citg Hall
Gty WA Conrsction 1.54 =] 1,200 154 1o 1200
Irtamet Connaction (1-11 154 5,000 154 a9z 11,200
(ppenatin i Faciling
WM Connection (T-1) 1.54 154 an
Remaie Figld Ofices
Site 3 Freebeny 1.54 ] B0 1.54 an B0
Site 4 Willebery 1.54 X E00 1.54 an =]
Site G Perih 1.54 1.5 2 100
Site G Vizazh 1.54 ’ 154 a0 [T
Sile 7 Jack=on 1.54 Combine L Convert 1.54 20 50
danflary 1, 2005 |
Borailable er Leads Network Loads Mbps
Netwaork Suitalyiliby Bamdwidth | AsghGls | ArclidS Brclzls ArclMS Required
_ Bhps i} op | Regfed | Deshiop R Sec | Bandeidil
City Hall esign Facors (0.028) 805:) TOTAL
City WML Connaction 1.54 i 1.44 1 1.71
Intamet Connechion (T-1) 1.54 1.1 0.3 0.6=
Cparations Facility Design Factors |  (0.028) (0.5) TOTAL
WM Connaction (T-1) 1.54
Remata Flald Offices Design Factors (0.028) (0.5) TOTAL
Sita d Freebeny 154 S 07 0.98 nm 1.06
Srta 4 Willsheny 1.54 a 0.y .56 o [.5
Site 5 Parth 154
Sita B VWiasash 154
Site ¥ Jackson 154
Design Faciors: Workstation 0500 Mbps, Terminal DL.02EMbps, Browser 0.500Mbag
Figure5-21
Network Suitability Analysis— Step 2
Distributed Solution
January 1. 2004 Jamwary 1, 2005
Harweodk Sigra biliny Bamdwidih Feak Loads Wiels Toial Peak Loads Web
Hbps ol AE  av  RegHr sers al  &aE Ay Raa)Hi
Ciry Hall
Cily WA Connection 1.54 =1 1 200 154 o 1,200
Irtarnet Canrechon (1-1) 1.54 5000 154 ol 11,200
Ohperamisine Faciling
WON Connaction [T-1) 154 154 a0
Femste Fiehl Offices
Sila 3 Fracbarg 1.54 = (=0 ] 154 0 [=51]
Siin 4 Willsberg 1.54 a0 B 154 40 B0
Sia 5 Parih 1.54 154 2 100
Sile & Weaerach 1.54 154 40 w0
Sila 7 Jackson a
,
Combine  Convert |
y4
Avallable l/ Metwork Loads Mips
Hatwerk Surtakiliny Bamibwidih 5 ArclEls | ArcllE Fequire:|
Mhps Deskrop | ReySec  Bandwidid
Ciry Hall Design Factors (0.028) ﬁgS‘)r TOTAL
Cily "wi&P Cornection 5 100 0.53 260 .1 2497
Irkernet Conrschon (T-1] 154 m 34 2.8 157 415
Oparations Faclity Design Factors | (0.028) (0.5) TOTAL
WA Connection (T-1) 154 = 064 .84
Remaete Fishl Pfices Design Factors | (0.028) (0.5) TOTAL
Sie 3 Frasharg 154 1] .17 084 Doe 0.92
Srie 4 Wilsberg 154 41 .17 1.12 0ae 1.20
Sie 5 Perh 154 2 .04 0.06 0o 0.av
Sile G Wawash 154 40 0.7 1.12 Dae 1.0
Sile 7 Jackeon 1.54 Fl 0.17 0.65 O0E 0.64
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6 Sizing Fundamentals

Computer platforms must be configured properly to support system performance requirements.
There are many factors that contribute to overdl system performance. Enterprise GIS solutions
include distributed processing environments, where user performance can be the product of
contributions from severd hardware platform environments. Many of these platform resources
are shared with other users.

ESRI hasimplemented distributed GI S solutions since the late 1980s. System performance
models have been used by ESRI consultants to support distributed computing hardware solutions
sance 1992. These same performance models have been used to identify potentia performance
problems with existing computing environments. This section will present the basis for these
models. A fundamenta understanding of these models will help users better understand their
computing environment.

The modelsin this section will be presented with the assumption thet al platforms have the same
processing capacity. Thisisasmplified gpoproach to presenting and understanding the
performance models. The following section (Sizing Tools) will identify how these modds are
goplied in the redl world, where platform performance is not the same and is rapidly changing.

6.1 System Performance Profile

Computer platforms are supported by several component technologies. Each component
technology contributes to the overal computer performance. Hardware vendors build computers
with the gppropriate component resources to optimize overall platform performance.

In much the same way, distributed computing solutions (enterprise computing environments) are
supported by severa hardware platforms that contribute to overal system performance. Each
hardware component contributes to the overall system performance. Hardware platforms
supporting a computing environment must be carefully selected to support optimum overal
system performance.

The primary objective of the syssem design processis to provide the highest level of user
performance for the available system hardware investment. Each hardware component must be
selected with sufficient performance to support processing needs. Current technology can limit
system design dternatives. Understanding distributed processing loads a each hardware
component leve provides afoundation for establishing an optimum systemn solution.
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Figure 6-1 provides a smplified overview of the components in a sandalone workstation and a
distributed processing configuration. Each component participates sequentidly in the overal
program execution.

Figure6-1
Platform Performance Components

Standalone Workstation Distributed Processing

[viceo iz | et

Data Server

The total response time of a particular gpplication query will be a collection of the responses
from each of these components. A computer vendor optimizes the component configuration
within the workstation to support the fastest computer response to an application query. An
I T/Systems department has the responsibility to optimize the organization’s hardware and
network component investments to provide the optimum system-level response at the user
desktop. System performance can directly contribute to user productivity.
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Figure 6-2 identifies performance gains as aresult of a series of hardware investments. These
investments contribute to the relative performance experienced at the user desktop.
Figure 6-2
System Performance Profile

I High Performance Disk Array improves |/O performance I

i Network upgrade to 100 Mbps improves data transfer |

Standalone Workstation I SDE moves query processing to server, reduces
1207 network traffic, optimizes server CPU processing,
File Server \ and improves |/O perforrr:ance
10 Mbps network 100 -
adds data transfer Workstation CP_U upgrade
reduces processing time
80
Response Time 601 Video Display
Application CPU Processing
401 O Network Communications
Server CPU Processing
20 B pata Access (/0
o
c o %) o)
S T g} &x g 3
B Xreg =5 3 S
7 § at 2 E
= ) < S L o
S T + ‘4_—' z 8 E
2 + + O

Configuration

The firgt column represents the performance of a sandaone workstation performing atypica
GIS operation (requesting display of a new map extent on the user screen). Experience shows
that GIS gpplications tend to be both compute intensive and input/output (1/0) intensive. A
standa one workstation spends roughly the same amount of time on data access and compute
processing. A relatively smal amount of remaining time is required to send the resulting map
product to the video display.

The second column shows the system performance profile when accessing the data from afile
server in place of local disk. This distributed solution includes additional server CPU processing
and network data transfer. These additiona system components extend the overall response time
to include the additiona system loads. Accessing data from afile server over a10-Mbps
network can reduce performance by roughly 30 percent.

The third column shows the result of upgrading the JBOD (just a bunch of disks) configuration
on thefile server to a high- performance RAID storage solution. High-performance RAID
storage solutions can improve disk access performance by as much as 50 percent.
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The fourth column shows the effect of increasing network bandwidth from 10-Mbps Ethernet to
100-Mbps Ethernet, afactor of 10 reduction in data transfer time. Users experience improved
performance over having data on local workgtation disk with this configuration.

The fifth column shows the result of moving the spatia datato an ArcSDE sarver. The ArcSDE
server solution will improve performancein severa areas. The ArcSDE server technology
relocates query processing traditiondly supported by the client application to the server platform.
This reduces client CPU processing requirements by roughly 50 percent. Spatid datais
compressed by 30 to 70 percent on the ArcSDE server, reducing network traffic by an additiond
50 percent. The ArcSDE server dso filters the requested data layer so only the requested map
layer extent is sent over the network to the client, further reducing network traffic. The query
processing performed by the ArcSDE server, usng DBMS query indexing, data cache and search
functions, will also reduce the processing load on the server to less than haf that used to support
the traditiona client query processes. Moving spatia datato ArcSDE can significantly improve
overadl sysem performance in adigtributed computing solution.

The find column shows the effect of upgrading the workstation CPU to one with twice the
performance, reducing the workstation CPU processing time by 50 percent.

Hardware component investments contribute directly to user productivity, and the overal
productivity of the organization. Computer technology is changing very rapidly, and the product
of this change is higher performance and improved productivity at the user desktop.
Organizations need to budget for this change, and make wise investments in their infrastructure
portfolio to maintain high productivity in the workplace. A smart investment Strategy pays very
large dividendsin supporting GIS operations.

6.2 How do we address performance sizing?

Figure 6-3 identifies some of the key factors that contribute to overal system performance.
Proper hardware and architecture sdlection is one primary component of the overdl system
performance equation. There are many other performance factors thet contribute to overal user
productivity.
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Figure 6-3
System Performance Factors

How do we address performance sizing?

Hardware —
- - eoDatabase Design
| Display layer s/featur es’complexity U perfor m_ance (tables, dependencies, relationships)
Client Applications allocation Database T echnology
(DBMS, Data Types, Indexing, Tuning) |
GI S Software ArcSDE Connection
. Wide Area Networ k 5
Workstation Performance Bandwidth Server Performance/Capacity
(user productivity) (Single Server)
Peak Client L oads — Har dwar e Specifications

Networ k Communications Bandwidth

Internet

Balanced L oads Bandwidth

2N Arcnitec 2 PDedd CODE

Improvementsin any of the system performance factors will improve user productivity and
impact total system performance capacity. Performance cannot be guaranteed by proper
hardware sdection alone. The sizing models described in this section were devel oped to support
appropriate hardware salection, based on ESRI user business requirements.  The performance
alocation we have applied to the hardware components is based on over 10 years of experience
supporting deployment of ESRI GIStechnology. A baanced hardware investment, based on
projected peak user loads on the systems, supports system performance requirements and saves
money through properly targeted hardware purchases.

6.3 System Performance Testing

Arcinfo performance testing with the Microsoft Windows Termina Server 4.0 Edition was
conducted at the Data Generd development labs in Westborough, Massachusetts, in July 1998.
Thiswas an update of Arcinfo performance testing completed by ESRI in 1993. This
performance testing provides a foundation for the Szing modds used for configuring distributed
GIS computing environments. The objectives of these models are to support proper sdection
and configuration of system hardware components for distributed GIS computing.

The ESRI system performance models are based on an understanding of how computer platforms
respond to an increasing number of concurrent Arclnfo processloads. An Arclnfo performance
benchmark is used to evauate platform response to increasing user loads. Excessive memory
was configured on each server platform (2-4 GB) to avoid paging and swapping of executables
during the testing (recommended physica memory requirements are established by separate tests
that measure memory alocated to support each application process).
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Figure 6-4 provides asummary of the Arcinfo benchmark results from testing a dud- processor
Pentium Pro 200 Windows Terminad Server.

Figure6-4
Dual-Processor SM P Performance

900

Pentium Pro 2-200MHz
800

=

Batch Process Performance M odel

700

R1=Response (1)
P = Concurrent Processes

Concurrent Processes
1Symmetrical Multiple Processor

Batch process consumesa CPU I

An individud test was completed for each concurrent process configuration (1 through 8). The
third-row graphic plots the average response time measured for each of the concurrent process
test runs. Thefirg-row graphic shows the rate at which the server platform was processing the
Arclnfo ingructions. The center row shows a plot of the szing modd for concurrent Arclnfo
batch processing. The results of thistest validate the Arcinfo design model, and demonstrate
good Windows Termind Server scaling performance with this platform configuration.
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Figure 6-5 provides asummary of the Arclnfo benchmark results from testing a quad- processor
Pentium Pro 200 Windows Termina Server. Anindividud test was completed for each
concurrent process configuration (1 through 16). The results of thistest vaidate the Arcinfo
design modd, and demongtrate good Windows Termina Server scaling performance with this
platform configuration.

Figure6-5
Quad-Processor SMP Performance

Pentium Pro 4-200MHz

Batch Process Performance M odel
R=R,P/C

Normalized Test Performance

Batch process consumesa CPU I
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Figure 6-6 provides asummary of the Arcinfo benchmark results from an eight- processor
Pentium Pro 200 Windows Termina Server. Anindividud test was completed for each
concurrent process configuration (1 through 32). The results of this test validate the Arclnfo
design modd, and demonstrate good Windows Termina Server scaling performance with this
platform configuration.

Figure 6-6
Eight-Way SMP Performance

A

1200“
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Pentium Pro 8200 MHz
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Batch Process Performance M odel
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Normalized Test Performance

Concurrent Processes
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Each benchmark test series was extended to evauate platform support for four batch processes
per CPU. The Arclnfo szing model is seldom used to identify performance expectations beyond
two concurrent batch processes per CPU. The sizing models perform very well at the lower
range of these test series.

Figure 6-7 provides an overview of the Windows Terminal Server baich processtesting. This
same test series was conducted on a dua-processor UNIX platform (Sun Ultra60). The
performance scaling results (shape of the performance curve) for the UNIX application server
testing was very smilar to what we measured in the Windows server tests, suggesting
performance scaling for Windows platforms through eight processorsis smilar to what we see
with UNIX platforms.

Figure 6-7
Batch Processing Test Summary
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Concurrent Processes 7
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6.4 Client/Server Models

Additiond Arcinfo benchmark testing was conducted to evaluate processing performance with
datalocated on a separate file server and on an ArcSDE server. The results of these tests provide
afoundation for understanding distributed computing loads and developing our client/server
computing performance Szing models.

6.4.1 Batch Processing Performance

Figure 6-8 provides an overview of batch processng performance for symmetrica multiple
processor (SMP) gpplication server platforms (1- through 4-CPU configurations) accessing data
located on a separate file server. Query processing is supported by the application server with
datalocated on local disk or on aremote file server. Each batch process consumed the resources
of asngle CPU. The SMP operating system effectively distributes available processing loads
acrossdl CPUs. Performance remains the same until the number of concurrent batch processes
exceeds the available number of CPUs. Performance dows a arelatively congtant rate when the
number of concurrent processes increases beyond the available CPUs.

Figure 6-8
Terminal Serverswith File Server or Local Data

d J

Workstation Processing Equivalents
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Concurrent Batch Processes 9 10
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Figure 6-9 provides an overview of batch processing performance for SMP gpplication server
platforms (1- through 4-CPU configurations) accessing data located on an ArcSDE server.
Query processing is supported by the ArcSDE server. Two batch processes are supported by a
sngle CPU. The SMP operating system effectively distributes available processing loads across
dl CPUs. Performance remains the same until the number of concurrent batch processes
exceeds twice the available number of CPUs. Performance dows a arelatively constant rate
when number of concurrent processes increase beyond twice the available CPUs.

Figure 6-9
Terminal Serverswith ArcSDE Data Source

2 2
Workstation Processing
Queryprocessing supported by ArcSDE Server

Two batch processeSkonsume one CPU

BatCh pracessing shared between available CPU resour ces

Response Time (sec)

0 I T 1-cpu
1 2 . ] = T 2-cpu
3 4 5 ¢ 7 g é N | 3-cpu
10 11 R 4-cpu
Concurrent Batch Processes 18 19 o

ESRI White Paper 6-11



System Design Strategies 6.0 Sizing Fundamentals

J-6017

ESRI ArcGIS 8.2 performance vaidation testing results are shown in Figure 6-10. The test
results show roughly 20 percent of the distributed processing load (query processing) supported
by the ArcSDE server, and roughly 80 percent of the processing load (map rendering) supported
by the ArcGIS desktop client. The ArcSDE performance sizing model was adjusted in 2002 to
reflect these loads. The file server mode is also based on 20 percent of the total processing load.

Figure 6-10
Data Server Loads

ArcSDE Client/Server Response Time Distribution
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The foundation for the file server model was based on severa years of experience configuring
digtributed Arclnfo enterprise environments. File serverstend to show less CPU processing
intengty, athough quickly start to exibit performance problemsif these Szing guidelines are not
followed.
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Figure 6-11 provides a summary of ArcSDE and file server test results, showing average
response time, network traffic per query, and average network throughput measured during ESRI
ArcGIS performance benchmark testing. This chart highlights the performance advantages of an
ArcSDE data source. Over 80 percent of the data transferred from the file server to the client

workstation are discarded, and are not required to support the map display.

Figure6-11
ArcGI S Client/Server Network Traffic Analysis
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The basdline performance test dataset used for the previous ArcSDE/file server performance
comparison is a subset of alarger San Diego dataset. Figure 6-12 compares client/server
performance sengtivity to larger database environments, by running the exact same benchmark
test using the complete San Diego database as afile data source. The file data source tests
showed a ggnificant increase in network throughput. Thisincrease is expected, since the larger
shapefiles must be transferred to the client workstation to support the query processing. The
ArcSDE test results were the same as the previous chart, and are not effected by the size of the
database.

Figure6-12
ArcGISFile Server Network Throughput
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Figure 6-13 provides asummary of the average response time for the same benchmark test when
using afile data source. Response time with the file data source is much dower due to the larger
shapefiles. In comparison, very little difference in performance was measured withthe ArcSDE

data source testing.
Figure6-13
ArcGISFile Server Network Performance
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Figure 6-14 provides an overview of the data server Szing requirements for concurrent batch
processing. Each diagram shows a baanced distributed platform configuration, with each of the
server and workgtation platforms having one CPU (dl CPUs are the same). A single-CPU data
server can support five batch client workstations (same mode for file and ArcSDE data servers).
Asacorallary, abatch process executed on the data server would be equivaent to five batch
clients (either condition consumes a server CPU).

Figure6-14
Data Server Performance Models

File Server ArcSDE Server
(5 Batch clients/ server CPU) (5 Batch clients/ server CPU)
Batch Process Clients Batch Process Clients
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The GIS data server performance mode is provided in Figure 6-15. The modd showsasngle
data server CPU supports up to five (5) concurrent batch clients for each server CPU. Additiona
clients supported by the server would result in reduced query performance. This performance
profile dearly applies to compute-intensve ArcSDE server environments, where a variety of
testing and redl- life implementations has demongtrated the CPU-bound nature of the ArcSDE
Sserver processing.
Figure 6-15
Gl S Data Server Performance M odel
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6.4.2 ArcGIS Desktop Terminal Server Performance

ArcGIS desktop usersinclude avariety of professond anayst, data maintenance personndl, and
business query and andysis specidigs that use GIS to manage their data processing
requirements. GIS project efforts can take minutes, hours, and sometimes severa daysto
complete, including review of very large volumes of data resources during the project sessons.

User requirements can be used as a foundation for identifying the number of termina sessons
supported by the server during a peak processing period. The definition of a concurrent user
(desktop use case) is based on comparison of red-life user loads on the syssem during live
benchmark testing and reviewing red live operational GIS customer experiences.

Figure 6-16 provides an overview of atypica GIS use case, demonstrating how user
performance (user experience) has changed as workstation performance hasimproved over the
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past 10 years. The standard use case applied to the ArcGIS performance models assumes a
typica client display can be rendered within roughly 2 seconds, and the average user interaction
time (timeto review the display and enter data) is roughly 6 seconds. Thisresultsin an average
user cycle time (between screen displays) of roughly 8 seconds. These assumptions establish the
bassfor trandating our benchmark test results (batch process models) to szing models for red
interactive user environments. For the ArcGIS performance modds, users wait on CPU
processing about 25 percent of thetime. With these assumptions, a single ArcGI S desktop batch
process provides the equivaent processing load of four concurrent ArcGI S desktop clients.

Figure 6-16
ArcGlS Use Case Parameters
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The amount of time it takes atypica user to view anew display and enter appropriate data for
the next digplay (user interaction time) is the fundamentd difference between batch processing

(no user interaction) and ared user work environment. GIS processing is compute intensive,
resulting in users routingly waiting on computer processing during normal operations. The

Szing modds used prior to 1999 (Arc95 through Arc98) assumed Arclnfo users had to wait
about 50 percent of their time for computer processing (termind servers could support two users
per CPU). Computing performance has increased over ten times of what was available five years
ago. GIS operations have become more productive during this same period. The Arc99, Arc00,
and Arc01 performance models assume GIS concurrent users wait on CPU processing 33 percent
of the time, while the remaining time is spent on datareview and input. The ArcO2 model
assumes users wait on CPU processing 25 percent of the time. The ArcO3 models are based on
the same Arc02 user performance profile.
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Ratform performance has improved every year, and this technology improvement trend is
expected to continue for the foreseeable future. As platform processing performance improves,
the time GIS userswait on CPU processing will decrease and operationa productivity may
improve. At some point, which may aready be the case, user interaction time will reach a
minimum required response time based on user performance limitations. Asthe CPU processing
time continues to decrease faster than the user interaction time, the relationship between batch
processes and red interactive users will continue to improve.

Figure 6-17 provides an overview of the current termina server performance model for aloca
disk or file server data source. Each CPU can support four (4) Arclnfo users, thus, performance
will stay roughly the same until the total number of users exceed four (4) times the number of
CPUs. Performance dows at areatively constant rate when the number of concurrent users
increases beyond four (4) times the number of available CPUs.

Figure 6-17
Terminal Server with File Server or Local Data
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Figure 6-18 provides an overview of the current termina server performance modd with data on
aremote ArcSDE server. The ArcSDE server supports query processing, reducing each user
load on the termina server by 50 percent. Each CPU can support eight (8) Arclnfo users, and
performance will stay roughly the same until the total number of users exceeds eight (8) times
the number of CPUs. Performance dows at arelatively constant rate when the number of
concurrent users increases beyond eight (8) times the number of available CPUs.

Figure 6-18
Terminal Server with ArcSDE Server
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Figure 6-19 provides an overview of the termind server sizing models based on configuring a
system with the same single-CPU servers. Four (4) Arclnfo users can be supported per CPU
when accessing data on local disk or a separate file server. Eight (8) Arcinfo users can be
supported per CPU when accessing data on an ArcSDE server.

Figure 6-19
Terminal Server Performance M oddl

Terminal
Server
(4 Arclnfo Users/CPU)

Terminal
Server

(8 Arclnfo User/CPU)

Terminal Clients
Terminal Clients

ESRI White Paper 6-21



System Design Strategies 6.0 Sizing Fundamentals

J6017

The CPU gzing chart in Figure 6-20 provides a visual representation of the termind server CPU
Szing modd.

Figure 6-20
Terminal Server CPU Sizing Chart
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The chart identifies the number of termind server platform CPUs on the verticd axis, and the
total number of peak concurrent users on the horizontd axis. Platform configurations (dud-CPU
platform, quad-CPU platform) are represented by horizonta lines on the sizing chart (based on
number of CPUs in the platform configuration). The performance sizing models are represented
by diagond lines on the chart (4 users per CPU for afile data source, 8 users per CPU for an
ArcSDE data source). Memory requirements are aso shown on the chart, based on the number
of concurrent users and appropriate platform memory configurations.

6.4.3 Data Server Performance

Data server client performance is an extenson of the model s introduced with batch processing.
There are two primary types of GIS data servers. File servers support Smple query processing
from the client workstation. ArcSDE servers incorporate high- performance geodatabase
solutions that support query processing on the data server platform.

The GISfile server model has supported effective system szing requirements for GIS
workgroup environments since the early 1990s. Customers that have followed these design
guidelines have been able to support their server capacity requirements. File server performance
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isdirectly related to the 9ze of the files supporting the client query. Smdler files (patid files
with an extent rdaively close to the Sze of the query display) will perform very well from afile
server, and very little performance gain will be achieved with migrating these data to an ArcSDE
server environment. On the other hand, larger data files (spatid files much larger than the
average user query display) will see a ggnificant performance benefit when migrating these data
to an ArcSDE server environment.

The ArcSDE data server provides the most scaable and highest performance GIS data source.
Server query processing takes advantage of high-performance DBMS query functions and
optimized data caching, reducing the overdl server processing load and improving data access
performance. ArcSDE isalogica choice for larger enterprise data sources and operationd
system environments.

The performance mode supports four (4) users per batch process, and each GIS data server CPU
can support five batch processes. The GIS data server performance model will support 20 (5 x 4)
concurrent ArcGIS desktop “rea user” clients per CPU. Server query performance will remain
roughly the same until data server clients exceed 20 times the number of available CPUs.
Performance dows a ardatively constant rate when the total number of clients increases beyond
20 times the number of available CPUs.

Figure 6-21 provides an overview of the current GIS data server (ArcSDE and file server data
source) performance sizing models.

Figure 6-21
Gl S Data Server Performance
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ArcSDE geodatabase performance is somewhat dependant on the complexity of the data modd.
The object-relationa geodatabase provides a rich environment for establishing data standards
and spatia feature dependencies. Relationships between geodatabase tables can generate
additional server loads during edit and query operations. Simple data models will perform better
than the more complex geodatabase environments. Also, versioned database environments
require more server load than non-versioned festure data sets. Severd additional tables are
included in aversoned query, which resultsin increased processing load on the server. ArcSDE
performance tuning can be very effective, and performance congderations should be an integrd
part of database planning and administration.

Figures 6-22 provides an overview of the data server Szing models based on configuring a
system with the same aingle-CPU sarvers. A single-CPU GI S data server can support 20 GIS
clients (a batch process located on the data server will take the place of 20 clients). The data
mode isthe same for both GISfile server and ArcSDE server architectures.

Figure 6-22
Data Server Performance Summary
File Server ArcSDE Servers
File Server ArcSDE Server
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The chart in Figure 6-23 provides avisud representation of the ArcSDE server CPU Szing
modd!.

Figure 6-23
ArcSDE CPU Sizing Chart
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The chart identifies the number of server platform CPUs on the vertical axis, and the total
number of peak concurrent clients on the horizontd axis. Platform configurations are
represented by horizonta lines on the Szing chart (based on number of CPUs in the platform
configuration). The performance Szing modd is represented by a diagond line on the chart.
Memory requirements are dso shown on the chart, based on the number of concurrent clients
and appropriate platform memory configurations.

6.5 ArcIMS Web Map Services Models

ArcIMS Web services provide a transaction-based computing environment.  Service agents

(ArcIM S spatia servers) are established on map server platforms to support browser client
requests for map services (i.e., create amap product). These map services are published
(connected to the Web server) to support browser client Web service requests. Each map service
can be considered a published map template that is processed by ArclMS spatia server baich
processes to support service requests from a browser client. Each client transaction generates a
new map product.
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The Web services architecture is a departure from traditiona gpplication environments, where
user sessons are supported by dedicated executables (programs) running on workstations or
gpplication servers. Web services support random client requests (transactions), supporting a
large number of users with a single service engine (background process).

Figure 6-24 provides an overview of thetypica platform components supporting an ArcilMS
Web ste. Clients can be smple HTML-based browsers or more sophisticated client gpplications
with access to the Web server. ArcIMS provides a Java client (ArcExplorer) that can be
supported by a client browser to support an enriched client gpplication environment. ArclMS
servers can aso support basic HTML client browsers. ArcGIS clients (Arclnfo, ArcEditor, and
ArcView 8.1) can access ArclM S services as an intelligent browser client.

Figure 6-24
ArclMS Platform Architecture
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Severd server components work together to support map services. The primary Web services
components include the Web server, map server, and data server.

The Web server connects the browser clients with the ArclMS map services. The specific
ArcIMS Java servlet connectors and map service processing queues are typicaly ingdled on this
platform.

The map server supports most of the ArclM S processing load for the Web site. The map server
includes the executables that service the map request (create the map product). For larger Sites,
thisistypicaly adedicated server or cluster of servers supporting the spatial server executables.
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Data can be installed on the map server, or accessed from a separate GIS data server. A separate

sarver isnormaly used for larger Steswith multiple map server platforms.

Figure 6-25 provides a sample performance profile representing the life of atypicd map service
request. Thisgraphic provides an overview of the platform and network |oads associated with
processing a Web transaction and delivering the HTML page and graphic image to the client

browser.
Figure 6-25
Map Services Performance Profile
2000 \
100 Browser Display
Internet Transport
1600 ] Web Server Gateway
14007 — LAN Data Transport
1200 - M ap Map Service Queue
Response Time ;. | n Service Map Server
(milliseconds) o0 B Ul LAN Data Transfer
Data Server
6007
400
200
o
5
Web Map Services

ESRI White Paper

6-27



System Design Strategies 6.0 Sizing Fundamentals

J6017

6.5.1 ArcIMS Server Components

The ArclM S software components provide avariety of configuration aternatives that support the
Web services environment. Figure 6-26 identifies the ArclM S software components and where
they are supported in the system platform architecture.

Figure 6-26
ArclMS Server Components

Web server maintains communication with the client
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Server Pagers (ASP) can enhance browser interface.
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Spatial Server * Image engine renders all image services
« Feature engine supports data streaming services
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ArcSDE Connects MetaData engine providgs adatasparch caogbility
Query and GeoCode engines are private services

Virtual server is established for each published service engine.
Data Server

ArcIMS can access ArcSDE and file-based data sources.
Each service engine maintains persistent ArcSDE connects.

The ArclMS server is supported by the following functiona components:

Web Server. The Web server manages the interface and trandation between the externd
network client communications and the ArcXML communications supporting the ArclMS
sarvices. Web server components include Java connectors that trandate HTTP XML traffic
to ArcXML service requests.

Application Server. The ArcIM S gpplication server component establishes aphysica
location for the virtual servers. A virtual server is established for each ArciMS service
engine supported by the Site environment (Image Virtua Service, Feature Virtud Service,
etc.). Thevirtud server isregistered with the dl the ArclM S service engine threads
supporting the designated service, and provides a waiting queue for inbound service requests
and assigns these requests to available service threads for processing. Each inbound map
service is assgned to the gppropriate virtud server for processing, and waitsin the queue
until an agent thread is available to service the request.

Spatial Server. The ArclMS spatid server, or map server, provides the “ container” for the
ArcIMS service engines that process the inbound map service requests.
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Data Server. The ArcIMS service engines can access local shapefile, image, and ArcSDE
data sources. The service engines support query processing for loca shapefile and image
data sources. The ArcSDE DBMS supports query processing for ArcSDE data sources. An
ArcSDE for Coverages interface is provided to support access to Arcinfo coveragefiles.

ArcIMS s atransactionbased service, configured to support requested services asthey arive a
the te. Each request is processed using preconfigured background scripts with persstent
connections to the associated data source. During the service time, these scripts consume CPU
resources the same as any other batch process. These scripts are idle when not processing
requests. During peak processing loads, requests are held in a processing queue and assigned for
processing as each script completes delivery of the previous request.

6.5.2 ArcIMS Multi-threaded Service Engines

The ArclM S service engines located on the spatid server are compiled as multi-threaded
executables. This means each executable can be configured to process multiple requests with a
sngle st of code. Thistype of configuration Smplifies Ste tuning and reduces the amount of
executables supported by platform memory. Figure 6-27 provides adepiction of how multi-
threaded executables can process concurrent multiple requests.

Figure 6-27
Multi-threaded ArclM S Service Engines

Virtual Server

« Established processing queue for inbound requests

» Manages number of service engine threads on the
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Private Services
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« Multi-threaded code can process multiple requests from a
single set of executables.
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Public Service

Private Service pointers able to support concurrent processing.

« Each Public Service thread is a simple batch process.
Thread 2 « Private services provide input to Public services
Pointer
(Request 2) Batch Processing
Thread 1 * Each batch process (ArcIMS Public Service Thread)
Pointer consumes a CPU when using afile data source.
(Request 1) * Query processing is offloaded to server when using an

ArcSDE data source (~50% of processing)
§$u|t (i.e., two batch processes (threads) supported).

Each request is tracked through the code using a pointer. Each line of codeis executed asthe
pointer sdlectsthat line of indruction. Each request will execute only oneingruction a atime,
same as any other batch process and, as such, cannot take advantage of more than one CPU at a
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time. If two threads are assgned to a single server, that service can take advantage of up to two
CPUs a the same time since it will be processing ingructions for both pointers a the same time.

6.5.3 Virtual Services and the Processing Queue

When configuring the ArclMS server, avirtuad service isidentified for each active service
engine. Map services are then published relative to an associated virtua server. Requestsfor a
specific map service are routed to the associated virtual server for processing. The virtua server
isregistered to associated gpatia server service threads that will be used for processing the
sarvice request. Requedts are held in the virtuad server queue until an associated thread is
available, at which time the service request is assigned to the thread for processing. Once the
processing is complete, the next waiting service request can be assgned to that samethread. A
single thread can process only one request a atime. Figure 6-28 shows three virtud servers,
each assigned two threads. One virtua server supports an image service engine, another virtua
server supports a feature service engine, and the third virtua server supports the ArcMap service
engine. Thevirtud servers are located with the ArclM S application server component.

Figure 6-28
ArclMSVirtual Servers
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6.5.4 Published Map Services

Map sarvices are authored and published using the ArclMS Manager adminigtration tools.
Wizards are included to support publishing of ArclMS map sarvices. A large variety of smple
mBp services can be configured out-of-the box using Smple authoring tools. The map services
are smple indruction sats (identifying layers and layout for the map servicein an AXL file).
These AXL files are assigned to avirtud server and gppropriate network connections are
preconfigured to support deployment of these service indructions. Once the map servicesare
deployed, they can be requested by users through the Web site.

6.5.5 ArcIMS Performance Sizing Model

The Arclnfo batch process sizing mode is used to support ArclMS map server sizing. The
maximum capacity of the ArclM S spatid server is achieved with 100 percent map server CPU
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utilization. Each map service engine thread performs as a batch process, and consumes a CPU
when sarvicing arequest using afile data source (thread performs both query and rendering
functions). Two service threads are required to consume a CPU when using an ArcSDE data
source, same as with previous batch process models.

Figure 6-29 provides aternative options for estimating the peak transaction capacity of an
ArcIMS map server. The peak requests per hour supported by the ArclM S spatia server can be
determined by dividing the number of seconds per hour by the average map servicetimein
seconds.

ArcIMS spatia servers with ArcSDE data sources offload the query processing to the ArcSDE
data server, reducing the service time on the map server by roughly 50 percent. ArclMS map
sarvers with a separate ArcSDE data source can generdly support twice as many transactions per
hour as the same map server with afile data source.

During ArclMS pesk loads, the average request wait time (time in the virtua server queue) is
roughly four times longer than the average map service time (these estimates assume random
arivd times; estimate is based on standard queuing theory). Total average wait plus service
time isfive times the average service CPU processing time during caculated pesk system loads
(100 percent CPU utilization on map server).
Figure 6-29
Map Services Performance Profile

» Standard Peak Transaction Ratefor ArclMS Spatial Server

— 2003 Baseline (per map server CPU)
» 3,000 requests per hour for local data or remote file data source
* 6,000 requests per hour for separate ArcSDE data source

e Calculate Maximum Configuration Capacity
— Measure Average Map Service Time (Existing ArclMS Site)
» Measure CPU utilization during average map service transaction
— (#CPU x 3,600) +~ Average Map Service Time
 Standard map service time for 2003 performance baseline

— 1.2-sec for file data source
— 0.6-sec for ArcSDE data source

Example ArcIM S Configuration

Peak performance for two dual CPU map server configuration

o 2x2CPU x 3,000 TPH/CPU. = 12,000 requests per hour for file data source

o 2x2CPU x 6,000 TPH/CPU = 24,000 requests per hour for separate ArcSDE data source

In many cases, it isnot practica to measure published ArclMS map service times, since the
specific map services have not been developed or published for testing. In these Stuations,
hardware selection must be based on established performance standards. ArclMS map server
Szing modds, based on a performance review of standard published map services, are provided
to support usersin selecting an gppropriate hardware solution.
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Figure 6-30 provides an overview of ArclMS map server performance sizing modds. The 2003
ArcIMS map server platforms (Intel Xeon 2400-MHz platforms) can support 3,000 requests per
hour (per CPU) for afile data source and 6,000 requests per hour (per CPU) with an ArcSDE

data source.

Figure 6-30
ArclM S Performance Sizing M odel
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The chart in Figure 6-31 provides avisud representation of the ArclMS CPU szing modd.

Figure 6-31

ArclM S Performance Sizing Chart
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The chart identifies the number of server platform CPUs on the vertica axis, and the pesk
ArcIMS transaction rate on the horizontal axis. Platform configurations are represented by
horizonta lines on the Szing chart (based on number of CPUs in the platform configuration).
The performance 9zing modds are represented by diagona lines on the chart (3,000 TPH per
CPU for afile data source, and 6,000 TPH per CPU for an ArcSDE data source). Memory
requirements are aso shown on the chart, based on the number of concurrent users and
gopropriate platform memory configurations.

6.5.6 ArcIMS Data Server Loading Model

During peak ArclMS loads, the map server CPUs are performing at 100 percent utilization. This
is the same pesk client platform performance experienced when supporting batch processes. For
this reason, the Arclnfo batch process server load model can be used to identify ArcIM S peak
data server loads. Peak data server |oads are roughly 20 percent of the map server loads (one
data server CPU can support five map server CPUSs). Figure 6-32 provides an overview of the

ArcIMS server loading modd.
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Figure 6-32
ArcIMS Server Loading Model
ArcSDE Server
L oad M odel Peak L oad
100% ArcSDE 20% ArcSDE 25% ArcSDE 5 SDE Clients
= 20 Clients =5Clients = 6,000 Req/Hr
T oR
1 SDE Client
v = 1,200 Req/Hr
80% ArclMS 100% ArclMS (6,000/5)
o T = 6,000 Reg/Hr
ArclMS Servers
ArcSDE Client Load = Peak ArclM S Requests (TPH) / 1,200
(based on 2003 data server performance baseline)
Use same ArcIMSload for File Servers

During peak transaction loads, an ArcIM S thread is equivaent to an ArcGI S desktop batch
process. Basad on our Arc02 performance models, a batch process is equivaent to four
concurrent ArcGIS clients.

ArcSDE Data Source. AnArclMS map server with an ArcSDE data source will require at least
two ArclMS threads to reach peak platform capacity (query processing is supported by the
separate ArcSDE server platform). Theinitia load for asingle thread is distributed between the
two platforms, with roughly 80 percent on the client and 20 percent on the ArcSDE server. If
threads are increased to pesk |oad levels on the ArclM S map server, the ArcSDE server |oad
would increaseto roughly 25 percent single-CPU capacity. This 25 percent CPU capacity load
on the ArcSDE server is equivaent to five ArcSDE desktop clients, and based on the ArciIMS
performance modd, this configuration would produce peak |oads of 6,000 requests per hour.

The equivaent data client |oad generated from separate map servers can be estimated by dividing
the projected ArcIM S peak transaction rate by 1200 transactions per hour (6000 TPH / 5 clients).
If the ArcIM S spatid server were ingtalled on the data server, the peak load per ArcIM S thread
would consume a server CPU, which would be equivaent to 20 concurrent ArcGIS clients.

The chart in Figure 6-33 provides avisud representation of the ArclM S data server loading
mode!.
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Figure 6-33

ArclM S Data Server Loading Chart
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The chart identifies the peak ArclM S requests per hour on the vertical axis, and the peak server
client load on the horizontal axis. Peak transaction rates are represented by horizontal lineson
the Szing chart (based on the application needs assessment).  The ArclMS server loading modd
is represented by diagona lines on the chart (1,200 requests per hour/data server client).

6.6 Conclusion

The 9zing modd s presented in this section provide a foundation for understanding system
performanceissues. The models were presented throughout this section assuming CPU
resources were dl the same. In the rea world, platform performance is not the same. Hardware
vendors release new platforms every three to six months as faster CPUs enter the market and
new technology isintroduced to improve processing performance. The next section will address
how these models can be gpplied to support system design in aworld where each platform

configuration has its own performance capacity.
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The red world we livein today is experiencing the benefits of rgpidly changing technology.
Technology advancements are directly impacting our individua productivity¥ the way we dl
ded with information and contribute to our environment. Our ability to manage this change and
take advantage of its benefits can contribute to our successin business and in our persond life.

Section 6 (Szing Fundamentass) provided an overview of the system configuration performance
models assuming dl hardware platforms were the same. This section will identify how we can
use these same moddl s to make proper hardware sdections when dl hardware platforms are
different.

The system design process identifies the optimum system configuration srategy, sdectsthe
appropriate hardware components, and provides platform specifications that will support user
performance requirements. Section 5 presented a methodology for identifying an enterprise
system configuration strategy that would support specific user requirements. This methodology
provides peak user loads for alist of selected platform components required to support the
system solution.  This section will provide practica tools that can be used to convert pesk user
platform loads to specific platform specifications.

7.1 Performance Baseline Selection

To develop asystem design, it is necessary to identify user performance needs. User
performance requirements are represented by the workstation platforms selected by usersto
support computing needs. Application and data servers must be configured to support user
desktop performance requirements.

User performance expectations have changed significantly over the past severd years. This
change in performance needs is encouraged primarily by faster platform performance and lower
hardware costs. This change directly contributes to increased user productivity.
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Figure 7-1 identifies the change in Sngle-user Arcinfo platform requirements since the Arclnfo
7.0.2 release in September 1994.

Figure7-1
Arclnfo Platform Performance History

* ArcInfo7.0.2 (Sept. 1994)

— Sun SPARCstation 10 Model 40, 32 MB Memory
 ArcInfo7.0.4 (Feb. 1996)

— Sun SPARCstation 20 Model 71, 64 MB Memory
 Arcinfo7.1.1 (Feb. 1997)

— Pentium Pro 200, 64 MB Memory
 Arcinfo7.2.1(April 1998)

— Pentium I1 300, 128 MB Memory
e ArcIinfo8 (July 1999)

— Pentium I11 500, 128 MB Memory
* Arclnfo8.0.2 (July 2000)

— Pentium Il 733, 256 MB Memory
e Arcinfo 8.1 (July 2001)

— Pentium I11 900, 256 MB Memory
e ArcIinfo 8.2 (July 2002)

— Pentium 4 1500, 512 MB Memory
e ArcIinfo 8.3 (July 2003)

— Intel Pentium 2400, 512 MB Memory

The Sun SPARC4ation 10 Modd 40 was a powerful sSingle-user workgtation in 1994. This
platform was competitive with smilar price/performance options provided by other UNIX
vendors during this same period.

In February 1996, ESRI released Arcinfo 7.0.4. Sun released their SPARCstation 20 models,
and the SPARCdtation 20 Modd 71 was a common selection as asingle-user workstation. The
SPARC 20 Modd 71 was roughly 2.5 times faster than the SPARC 10 Modd 40.

In February 1997, ESRI released Arcinfo 7.1.1. Thefirst Windows Arcinfo product was
supported on the Intel Pentium Pro 200. The Pentium 200 platforms provided standard
workgtation performance for Arclnfo users during 1997. The Pentium 200 performed more than
four times faster than the SPARC 10 Modd 40.

In April 1998, ESRI rdeased Arclnfo 7.2.1. Intel was sdlling the Pentium 11-300 platform, which
provided the standard workstation performance basdine for Arcinfo users during 1998. The
Pentium 11-300 platforms performed more than six times faster than the SPARC 10 Mode 40.
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Arclnfo gpplication performance improved throughout this same period as the code was
optimized with new Arcinfo 7 incrementa releases. A script developed with Arclnfo 7.0.2 in
September 1994 would run faster using the Arclnfo 7.2.1 release, both running on the same
platform. The change in the Arclnfo performance basdine was not a software-driven
requirement, but rather a change in user performance expectations brought on by the faster and
less expendve platform technology.

In July 1999, ESRI demongtrated the first release of Arclnfo 8. The Intel Pentium 111-500
platform was the popular Arcinfo workstation candidate. The Pentium 111-500 was over 11 times
faster than the SPARC 10 Model 40.

In May 2000, ESRI released Arcinfo 8.0.2. The Pentium 111-733 was selected asthe
performance basdine supporting the summer 2000 deployments. The Pentium 111 733-MHz
platform is over 22 times faster than the SPARC 10 Modd 40.

Modest performance improvements continued into 2001. The dowdownsin performance
increases were contributed to development of the next-generation processor technology. The
Pentium [11 900-MHz platform is selected as the performance basdline supporting the Arcinfo
8.1lrelesse.

In June 2002, the Intel Xeon MP 1500-MHz server provided a significant performance gain.
Intel server technology was sl lagging behind workgtations, which are reaching the Intel Xeon
2400-MHz performance thresholds by mid-year. IBM and Sun UNIX server platforms are
keeping pace with the Intel workstation performance levels. Intd was having some performance
problems with the 1500-MHz chips, and deployment was delayed until thefdl. The Inte Xeon
1500-MHz platform was sdlected as the performance basdine for the Arcinfo 8.2 release.

In June 2003, the Intel Xeon MP 2000-MHz platform was the current technology Windows
sarver.  Performance issues for the Intel Xeon MP were resolved, and the 2000-MHz processors
supported the current server platforms. This server provided an impressive gain over the

previous year, matching performance of the Intel Xeon 2400-MHz workstation. Intel was
releasing the Intel Xeon 3060- MHz workgtation platforms before mid-year. Intel was planning

to release a 2800-MHz server verson in thefdl. The Intel Xeon 2400 was selected as the 2003
performance basdine.
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Figure 7-2 provides a graphic overview of Intel workstation performance over the past Sx years.

Vendor-published commercia benchmark results establish the relative performance represented
on this chart.

Figure 7-2
Windows Platform Performance History
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The boxes aong the bottom of the chart represent selected Arcinfo workstation user performance
basdlines. Each box islabeled to represent the corresponding year (Arc97 represents the 1997
performance basgline, Arc98 the 1998 performance baseline, and so forth, through ArcO3 which
represents the year 2003 performance basdline). These performance baselines agree with the
user platformsidentified on Figure 7-1, and represent user performance requirements during that
time period. You can see from the chart that Arclnfo platform performance is more than 10

times faster today than five years ago.

7.2 Hardware Life Cycles

Patform performance improvements have a direct impact on infrastructure investment strategies.
Most organizations today find it essentid to reinvest in hardware on athree- to five-year cycleto

dtay productive. A basic understanding of hardware life cyclesisimportant in supporting an
effective I T infrastructure.
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Figure 7- 3 provides definitions used in establishing a measure of hardware productivity. These
definitions are ussful in quantifying expected infrastructure investment strategies to support
system performance requirements.

Figure7-3
Hardware Life Cycles

Definitions
Current L ength of time between major hardware

technology releases

Useful Current release softwareis still supported
on this equipment

Obsolete New releases of software are not
supported with this equipment
Non-functional After thispoint theinfrastructureisno

longer functional. Cost of maintenanceis
greater than residual value of equipment

Edtimated hardware life expectancies are identified in Figure 7-4. These estimates provide
guiddines for budget planning. Hardware should be purchased when needed based on user
performance requirements, and planned for 50 percent utilization within the first year of
deployment. Replacement for most hardware should be planned every three to four yearsto
maintain production productivity.

Figure7-4
Hardware Life Cycles
(Months)
Technology Current Useful Obsolete | Non-functional
Network Infrastructure
* Local area networks 24-36 37-834 85-120 120+
* Wide area networks* 12-24 25-60 61-84 84+

Computer Hardware

* Data Servers 12-18 19-48 49-72 72+
* Application Servers 6-12 13-48 49-72 72+

* Desktop Workstations 6-12 13-36 37-60 60+
* Laptop Workstations 6-12 13-34 25-48 48+
» Terminal clients 24-36 37-60 61-72 72+

* |nternet bandwidth increasing at 300% per year
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7.3 How Do We Handle Change?

Hardware platforms used to configure an enterprise GI S environment may include many
configurations and different modes. Each configuration must support user performance needs
for the system to perform properly. Platform performance is not represented by the number of
CPUs or the CPU speed (MHZz) done. There are many components within a specific platform
configuration that contribute to overal performance including the desgn and modd of the CPU,
the speed of the system bus, and the installed operating system.

Benchmark performance of a specific platform model and configuration is a better measure of
total performance capacity than the number of CPUs. A common set of benchmarks can be used
to measure the relaive performance of two different hardware platform configurations. If you
know the relative performance of two platform configurations, you can identify the

corresponding relative performance capacity of those two platforms.

Figure 7-5 provides a definition of the theory of relaive performance that can be used dong with
the 9zing moddsin Section 6 to quantify platform specification requirements based on user
needs.

Figure7-5
Theory of Relative Performance

Theory of Relative Performance

Therelative performance of two serversis
directly proportional to their compute capacity

Performance of Server A Clientsof Server A

Performanceof Server B~ Clientsof Server B

The theory of relative performance identifies the compute capacity of anew server based on its
relative performance to a known server configuration. As an example, if we know an existing
server can support 100 clients and that the new server has twice the performance as the existing
server, we then can expect the new server will support 200 clients.

7.4 How Do We Measure Change?

It isachdlengeto find ardiable and objective set of benchmarks that can be used to establish
relative performance between vendor platforms. It isdesirable to find a set of benchmarks that
are Imple, consstent, and reliable over time (we would like to know the performance of newer
workgtations relaive to older modelsthat exist in the current inventory). We would dso like
every vendor platform to be tested against these benchmarks, and these benchmarks published by
the vendor and made available on the Web for customer reference. We would aso like these
benchmarks to be neutra in nature, and not to have their vaidity chalenged by the vendors.
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The Standard Performance Evauation Corporation (SPEC) was formed during the 1980sto
identify and create objective sets of gpplicationoriented tests that can serve as common
reference points and be used to eva uate performance across different workstation platforms.
Figure 7-6 provides the current SPEC charter. ESRI system design consultants have used the
SPEC benchmark suite since 1992 as an independent source to identify relative performance of
supported hardware plaiforms. The SPEC relative performance measures have been very helpful
in representing relative platform performance, and have been used with ESRI szing modelsto
identify gppropriate platform solutions to support GIS user performance needs.

Figure 7-6
How Do We M easur e Change?

Standard Performance Evaluation Cor por ation
(SPEC Mission)

To develop technically credible and objective benchmarks
so that both computer designers and purchasers can make
decisions on the basis of realistic workloads

SPEC announced the release of the SPEC2000 benchmark suitesin early 2000. Figure 7-7
provides an overview of the SPEC2000 benchmark suite. SPEC2000 includes two sets (or
auites) of benchmarks: CINT2000 for compute-intensive integer performance and CFP2000 for
compute-intensve floaing-point performance. The two suites provide component-level
benchmarks that measure the performance of the computer’ s processor, memory architecture,
and compiler. SPEC benchmarks are sdlected from existing gpplication and benchmark source
code running across multiple platforms. Each benchmark is tested on different platforms to
obtain fair performance results across competitive hardware and software systems.

Figure7-7
SPEC?2000 Benchmark Suites

e SPEC2000 Comprises Two Suites of Benchmarks

— CINT2000: Computelntensive Integer
* Twelve (12) CPU-intensive integer benchmarks (C and C++ Language)
» Conservative (SPECint base2000, SPECint_rate base2000)
» Aggressive (SPECint2000, SPECint rate2000)

— CFP2000: Computelntensive Floating Point

 Fourteen (14) CPUintensive floating-point benchmarks
(FORTRAN 77 & 90 and C Languages)

» Conservative (SPECfp_base2000, SPECfp rate base2000)
» Aggressive (SPECfp2000,SPECfp_rate2000)

e Sun Ultra 10 300-M Hz Reference Platform
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The CINT2000 suite, written in C and C++ languages, contains twelve CPU-intensive integer
benchmarks. CINT2000 is used to measure and cal cul ate the geometric mean of twelve
norméalized ratios (one for each integer benchmark) when compiled with aggressive
(SPECIint2000) and conservative (SPECint_base?000) optimization for each benchmark, and the
geometric mean of twelve normaized throughput retios when compiled with aggressive
(SPECint_rate2000) and conservative (SPECint_rate base2000) optimization for each
benchmark.

The CFP2000 suite, written in FORTRAN 77 & 90 and C languages, contains fourteen CPU-
intensve floating-point benchmarks. CFP2000 is used to measure and cdculate the geometric
mean of fourteen normalized ratios (one for each floating- point benchmark) when compiled with
aggressive (SPECfp2000) and conservative (SPECfp_base2000) optimization for each
benchmark, and the geometric mean of fourteen normalized throughput ratios when compiled
with aggressive (SPECfp_rate2000) and conservative (SPECfp_rate base2000) optimization for
each benchmark.

7.5 Hardware Platform Selection

Severd factors should be consdered when sdlecting a platform vendor. The two most visble
and obvious criteria are platform performance and purchase price. These criteriaare critica to
system design and acceptance but do not address other hidden factors that contribute to total
system cost. Today’s leading hardware platform vendors are very competitive in both technical
performance and pricing. Purchase of a GIS platform environment may extend over severd
months or possibly years, and platform performance leadership will change severd times
between leading hardware manufacturers during this period.

System supportability may be a deciding factor. In many cases, companiesinvest heavily in
training and saff infrastructure in support of a particular hardware vendor solution. Hiring,
training, and maintaining staff to support the appropriate computer environment is an important
factor contributing to system success.

Company relations with vendor sales and support personnel may be a deciding factor in choosing
the appropriate vendor. Vendor support is not the same throughout the country, and these
persond relationships can make a difference in how well the system will be supported.

Totd life-cycle cost and performance of the system should be the primary considerationsin
selecting avendor solution. This section will identify a methodology for establishing vendor
configurations with common performance expectations. System solutions with common
performance expectations provide a bass for life-cycle cost comparisons.

Once avendor is sdlected, areview of the available candidate hardware platforms, dong with
their associated SPEC benchmark ratings, will provide a basis for satisfying configuration needs.
The following informeation is helpful in evauating candidate platforms for configuring asystem
solution
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7.5.1 Platform Sizing Model Format

Figure 7-8 introduces a methodology for presenting the performance models for each of the
ESRI product solutions. Understanding how to read and gpply this chart will provide a
foundation for using the performance moddsin the rest of this section.

Figure 7-8
Platform Performance Chart Overview
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The left Sde of this chart represents the platform performance based on published SPEC
benchmarks for each sdlected platform configuration. Application compute platforms will use
the SPECrate fp2000 benchmark results, while data server platforms will use the
SPECrate_int2000 benchmark results.

This chart provides aplot of performance levels for 2000, 2001, 2002, and 2003 represented by
diagond lines across the chart. These lines are labeled Arc00, Arc01, Arc02, and ArcO3 to
represent performance basdlines for the respective years. The published single- processor
benchmark vaues are identified on each performance line.

The concurrent clients are represented aong the X-axis of the chart. Memory recommendations
are afunction of the concurrent client connects and are represented on the performance chart.
The formula used for establishing memory requirements isidentified on the bottom left corner of
the chart.
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A specific platform configuration is represented on this chart by a horizonta line (SunFire 6800
14-CPU 1200-MHz platform is afourteen-CPU configuration with a SPECint_rate2000
performance benchmark of 106.8). The intersection of the platform performance with the
respective basdine performance line identifies the memory requirements and number of clients
that can be supported & that performance level by the identified platform configuration. (The
example shows 240 clients can be supported at the Arc03 performance leve; 14-GB memoary
would be required to support this number of clients). The same chart can be used to identify
configuration requirements for each of the other performance levels (Arc00, 01, 02, and 03)
following the same procedure. (The same SunFire 6800 14-CPU 1200-MHz configuration can
support close to 340 concurrent clients at the Arc02 performance level; 16 GB of physica
memory would be required to support this number of client connects).

7.5.2 Where Can | Find the Performance Benchmarks?

Figure 7-9 provides asummary of Sun Enterprise 3500 and 4500 server configurations with 400-
MHz processors. This summary was developed from a search function provided on the SPEC
Web ste, with the results identified on the chart. Thisisalisting of the SPECint_rate2000
benchmarks published by Sun Microsystems for these platform configurations.

Figure7-9
Published SPEC Benchmark Results
SPEC2000 Benchmarks (http://www.specbench.org/osg/cpu2000/)

Company System # CPU Processors (CPU) It
Sun Microsystems  Sun Enterprise 3500/4500 1 400 MHz  UltraSPARC-II 2.46

Sun Microsystems  Sun Enterprise 3500/4500 2 400 MHz  UltraSPARC-II 4.86
Sun Microsystems  Sun Enterprise 3500/4500 4 400 MHz  UltraSPARC-II 9.69
Sun Microsystems  Sun Enterprise 3500/4500 8 400 MHz  UltraSPARC-II 9

Sun Microsystems Sun Enterprise 4500 14 400 MHz  UltraSPARC-II ‘

The Sun Enterprise 3500 with fourteen 400-MHz processors has a published SPECint_rate2000
benchmark result of 34.5. 1 will aso note on the chart that a single-CPU configuration of this
same platform has a benchmark result of 2.46. | can plot the selected platform configuration
benchmark vaue on the sample chart in Figure 7-10, and use this chart asa Sizing toal to identify
how many GIS viewers| can support if | use this platform for an ArcSDE data server.
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Figure 7-10
ArcSDE Server Sizing Example
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The chart above shows the selected Sun E4500 platform configuration intersecting the Arc02
performance line at 120 concurrent users. The chart dso identifies asingle CPU performance of
2.46, which represents the maximum transaction performance (single user transaction
performance) provided by this platform. The transaction performance is dightly dower than the
Arc00 performance line (thisis an older platform, over three times dower than current ArcO3
technology). For older technology, it is not possible to support current transaction performance
levels. The performance capacity (peek server transaction rate) of this platform can support up to
180 concurrent clients a the ArcO0 performance levels, if the server is configured with 8-GB
memory and supporting client workgtations running at the same performance level. With faster
client platforms, the peak transaction capacity will be reached at alower peak user load.

Arc03 transaction performance levels can be supported by current platform technology,
represented by the SunFire 6800 14-CPU 2000-MHz platform. New performance sizing
thresholds are established each summer, based on platform technology at that point of the year.
New vendor platform technology may provide transaction performance that exceeds last year's
performance basdline (SunFire 6800 and IBM p690). Peak capacity performance (maximum
transaction rates) for 14- CPU platform configurations is estimated to be reached as they pass 280
concurrent ArcSDE clients, a which time transaction performance will dow to the ArcO3 levels
as additional ArcSDE client loads increase. Platform selection should be established based on
peak transaction performance; since users lose productivity once performance starts to decrease.
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An estimate of the projected ArcO3 performance Szing lineis shown on the chart for reference;
actua determination of thisline will not be made until summer 2003.

7.6 Performance Sizing Charts

The rest of this section will provide individua performance Szing charts for each of the ESRI
software solutions identified in Figure 7-11, and include sample platforms plotted on the chart
for reference purposes.

Figure7-11
Platform Sizing Modds

» Workstations (Arcinfo, GIS Viewers, Terminal Clients)
» Application Compute Servers

* IMSMap Servers

 GISFileServers

* ArcSDE Servers

Workstations and application compute servers (Windows Termina Servers) support application
processing. GIS gpplication processing is compute-intensive with a preference for floating-point
cdculations. Application processing is required to support avariety of GIS analyss tasks
(examplesinclude spatia analys's, routing, address matching, address geocoding, map product,
data maintenance, and data conversion). Application processing is required to render the GIS
information product provided on the user display. Application processing supports roughly 50
percent of typical GIS operations. The remaining 50 percent of the resources are required for
data query. Application processing and data query is supported by the gpplication layer (user
workgtation, application server, or IMS map server) when accessing locd or remote GISfile
gystems. Query processing is offloaded to the data server when using an ArcSDE data source.

7.6.1 GIS Desktop Platforms

Hgure 7-12 provides recommended configurations for the GIS desktop platforms.

Figure7-12
Arclnfo and ArcView Platform Recommendations

Application Platform Memory SPECfp2000
ArcGIS Desktop Intel Xeon 2400+ 512 825
ArcEngine Desktop Intel Xeon 1500+ 256 580
Terminal/Browser Clients Pentium 200+ 64 50+

There are two categories of GIS user workstations. A high-performance configuration is
required to support Arcinfo Workstation and the ArcGI S desktop applications (Arclnfo,
ArcEditor, and ArcView). Smaler gpplications such as ArcView 3 and custom ArcEngine 9
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desktop gpplications can support smilar productivity with last years performance platforms.
Standard Windows Office desktop environments can support termina and browser clients.

Arclnfo Workstation and ArcGI S Specifications. Arcinfo and ArcGIS desktop platform
requirements include a Pentium 4-class processor (current processor is Intel Xeon 2400+) with
512-MB physical memory and 20-GB SCS| hard disk (40-GB disk would provide additiona
local storage for large project files). Minimum 17-inch display (20-inch preferred for heavy
users). Video display card should include 32-MB VRAM supporting minimum of 1280 x 1024
resolution and full color (additiond VRAM will provide higher resolution and better display
performance for 3-D applications). Platform should include a CD ROM, 1.44-MB floppy disk,
and 10/100-Mbps Ethernet controller. Include Windows operating system.

ArcODbjects Engine Custom Client Workstation Specifications. Lighter custom gpplications
developed with the ArcGIS 9 ArcObjects Engine development environment may be supported by
Intel Xeon 1500 platforms (current processor is Intel Xeon 2400) with 256-MB memory (512-
MB preferred) and 20-GB SCSI hard disk (40-GB disk would provide additiond local storage
for large project files. Minimum 17-inch display (20-inch preferred for heavy user). Video
display card should include 32-MB VRAM supporting minimum of 1280 x 1024 resolution and
full color (additiond VRAM will provide higher resolution and better display performance for

3-D applications). Platform should include a CD ROM, 1.44-MB floppy disk, and Ethernet
controller. Include Windows operating system.

Figure 7-13 provides a performance overview for current Windows platform environments.
Recommended performance thresholds are identified for Arclnfo workstations, GIS viewing
workgations (ArcView GIS and MapObjects applications), and Windows Termind clients (this
would include Web browser clients).
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Figure7-13
Workstation Platform Recommendations
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7.6.2 Application Compute Servers

The gpplication compute server supports execution of the primary GIS gpplications. This
platform can be used as a user workstation as well as a compute platform for a number of users
with display and control supported by termind clients.

The total number of concurrent users supported by a specific gpplication compute server
platform can be ca culated by dividing the published SPECrate fp2000 performance rating by
the associated SPECrate fp2000 performance basdline platform rating and multiplying by a
factor of four. Thisidentifies the number of users who can be supported by each candidate
platform.

Once the number of usersisidentified for each candidate platform, memory requirements can be
established based on software specifications. For ArcGIS desktop sessions, physical memory
requirements are roughly 512 MB for the first user and 256 MB for each additiona user.
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Windows Terminal Servers. There are two charts provided to support configuration
recommendations for Windows Termina Servers. Figure 7-14 provides generd guiddinesfor
configuring Microsoft Windows Termind Servers when ng afile data source. As agenerd
guiddine, application servers with afile data source will maintain performance levels with three
to four Arcinfo usersfor each CPU. Additional users supported by the same application server
will result in reduced gpplication performance.

Figure7-14
Windows Terminal Server Sizing
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Figure 7-15 provides recommendations for Windows Termind Servers when accessing a
separate ArcSDE data source. Application servers with a separate ArcSDE data source will off-
load query processing to the ArcSDE server and, as aresult, can maintain performance levels
with up to seven or eight Arcinfo users for each CPU. Additiona users supported by the same
gpplication server will result in reduced application performance.

These charts can be used as a quick reference for selecting the appropriate platform CPU and
memory requirements. Memory and performance requirements are provided as a function of peak
concurrent users. Platform should be configured with the gppropriate number of CPUs required
to support peak user performance needs, since users will generaly be disappointed with a
performance loss even if thislossis predicted in the system design.
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New technology may outperform ArcO3 performance leves supporting higher user productivity.
Peak platform capacity may be reached at the same leve indicated by the Intel Xeon 2 2400-MHz
platforms. After reaching peak user capacity, performance is expected to dow gradualy to Arc03
performance levels as the platform line intersects with the ArcO3 performance line.

Figure 7-15
Windows Terminal Server Sizing
(ArcSDE Data Source)
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UNIX Application Servers. ESRI peformance sizing modd for the UNIX application servers
isidentica to the Windows Termina Server environment. Arcinfo Workgation and ArcView
3.2 UNIX application servers can use these same charts, with the appropriate UNIX platform, to
identify gppropriate configuration recommendations.

7.6.3 Internet Web Services

ESRI Web services provide the technology to publish map products to browser clients
throughout the interna enterprise environment or over the public Internet. The Web Ste
includes severa components that support the Web services. These components can be installed
on asgngle platform, or configured on separate platforms for optimum performance and high
avalability. A complete discusson of the ArclMS architecture and Szing models were
presented in Section 6.
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Figure 7-16 provides sizing recommendations for ArclM S spatia servers (map servers).

Figure7-16
ArclMS Spatial Server Sizing
60 -
File Data Source ArcSDE Data Sour ce
55 / P
/’ 2 ca| ys
v’
50 //
,ﬂ
// P
45 / /’f
o dl
40 {1 GB i [ 1 38.8
S / - | 1BM p6304-1450 MHz [ 38.
Q 35 Ve
o P
> yed
30 pr-
S 25 dl
| / )
% — // y = ! SunFire280R 2-1200 MHz I_ 236
20 ----l_l-- ’/’ |
4 v 4 | | ! Intel Xeon 2-3060 M Hz I— 170
15 v { Intel Xeon 2-2400MHz | i 150
7
0 // 1< | | intel xeon24700MHz || 40q
/ I P | Arco3Basdline | 75
s +7 L~ |
0 A 4
O O O OO0 © 0O O 0O OO0 OO0 OO0 OO0 OO0 OO0 0O o O o o o o o oo o
O O O O O O OO0 OO0 OO0 OO OO0 OO0 OO0 OO0 oo oo o o o o
© 8869 9 9 956 96 9 9 9§99 996 o898 66 S S8 99 9069 oo Q9
N S © 0 O N < © 0 O N T © 0 O ¥ © 0O N © 0 ON S © 0 O
I H dd 4 N NN NN O OO O ~§F 5§ 3§ 5 < 00 n 0 n o
Peak Transactions per Hour

Sample platforms are included on the performance chart to demonstrate current capabilities.
Map server platforms are represented by ahorizonta line on the chart (based on their
SPECrate fp2000 performance benchmark). The file data source line represents peak |oads of
3,000 TPH for Intel Xeon 2400-MHz basdine platform, and is recommended for use when
configuring with afile data source or heavy map sarvice loads. The ArcSDE data source line
represents 6000 TPH for the Intel Xeon 2400-MHz basdline platform, and is recommended for
use when configuring Standard services with an ArcSDE data source or light map service loads.
The estimated peak transactions per hour are provided on the horizontd axis, and are identified
at the platform intersection with the gppropriate data source line.
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Figure 7-17 identifies ArclMS data server loads. This chart is required when the source detaiis
located on a separate data server platform. Enter the chart from the left Side with the required
peak transaction rate (map requests per hour). The equivalent data server load is provided on the
horizontal axis, and isidentified by the intersection of the peak transaction rate line with the
appropriate ArcSDE data server line on the chart.

Figure7-17
ArcIM S Data Server Processing L oads
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Figure 7-18 can be used to trandate map service rates measured on one platform to expected
sarvice rates on another platform, based on published relative performance benchmarks. For
example, amap service rate of 0.45 seconds on an Intel Xeon 2400-MHz platform would require
roughly 1.2 seconds on a Pentium 111 900-MHz platform, or 0.35 seconds on a Sunkire 280R
1200-MHz platform.

Figure7-18
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7.6.4 GIS Data Server Sizing (ArcSDE and File Servers)

Data resources typically represent the largest and most vauable asset supporting GIS operations.
GIS applications provide tools to support management and andysis of GISdata. The
configuration and location of GIS data resourcesis a primary consderation for any GIS system
design.

There are several dataformats and storage strategies that can be used to support GIS data
resources. Data can be stored in user directories on loca workstations or application servers for
individua GIS projects or studies. Shared GIS data resources are normaly located on a GlSfile
server or ArcSDE DBMS server. Enterprise data server solutions are normaly supported by an
ArcSDE DBMS server. Web services can be supported by data replicated on the ArclM S spatial
server or by a centra file server or ArcSDE DBMS server.
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The datalocation will impact system performance. Datalocated on a data server must be
transmitted across the network to the gpplication to support processing (minimum of 100-Mbps
bandwidth is recommended between the gpplication processing platform and the GIS data
source). Larger bandwidth capacity may be required when using afile data source or supporting
larger ArcSDE server client environments. The GIS gpplication will support query processing
when datais stored locdly or on afile server. The ArcSDE server will support query processing
for datalocated in the ArcSDE DBMS.

Data server Szing charts are provided for workgroup and enterprise environments. Both of these
charts are based on the same sizing mode, and can be used for sdlecting file server or ArcSDE
data servers. Thereisno additiona performance pendty for application access to data on local
disk (thisis supported by the gpplication server and workstation performance charts).

The GIS data server provides an environment for GIS spatial data and associated server
processes. The GIS data server must be configured to support the maximum number of
concurrent clients. Any additiona processes running on the server platform must dso be
accounted for in the 9zing analyss.

The tota number of concurrent GIS clients that can be supported by a specific GIS data server
platform can be calculated by dividing the published SPECrate int2000 performance rating by
the associated performance basdline platform rating and multiplying by afactor of 20. This
identifies the maximum number of users supported by the recommended candidate platform
configuration.

In some configurations, the GI'S data server will aso support additional gpplication or server
processes. These additional processes must be included in determining the total compute load on
the server. Additiond client gpplication processes (Arcinfo or ArcView GIS) running on the
server take roughly the same CPU resources as five data server clients. Any batch processes
running on the server will consume a CPU, which is equivaent to the resources required to
support 20 data server clients. These adjustments can be made to estimate the total number of
equivaent concurrent GIS clients.

Standard spatid data file server solutions may include Arclnfo coverages, shapefiles, Arcinfo
LIBRARIAN, and ArcStorm data management solutions. For ArcStorm, an ASuser build
process is executed on the server during data check-in and check-out operations. Thisisabatch
process that uses the equivaent CPU resources of 20 data server clients. A reasonable estimate
of the concurrent ASuser processes should be made or this may dominate server CPU
caculaions. ArcStorm check-in and check-out operations are normaly asmall fraction of the
editing process, which implies concurrent check-out sessons would be a smal percentage of the
total concurrent Arclnfo editor clients. If necessary, check-in or check-out efforts can be
completed during off- hours when resources are available. In heavy editing environments, a
separate data server may be required for view-only users.

The appropriate memory components of the additiona processes identified above must be
identified and included in the totd caculation. This provides a minimum recommendation for
physicad memory requirements. The data server should be configured to optimize performance
of the client workstations and should not be a performance bottleneck in the configuration.
Performance should be monitored during implementation, and memory or CPU resources
increased if they are not adequate to meet user performance needs.
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Memory and performance guiddines for dedicated GIS data server Szing are displayed in
Figure 7-19. These charts can be used as aquick reference for sizing GIS data servers.

Figure7-19
Workgroup Data Server Sizing
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The ArcSDE data server provides client/server data management integrated with standard
commercial DBMS product solutions. ArcSDE provides GI S transaction management on the
server platform and supports network communication with the GIS client gpplication. The
ArcSDE server should be configured to support the peak number of concurrent ArcSDE clients.
Any additiona processes running on the server platform should aso be accounted for in the
gzing andyds Thiswould include any DBMS clients in addition to the GIS users.

The ArcSDE solution is supported on avariety of DBMS platforms including Oracle, Informix
(incorporated in the Informix Spatia Datablade), DB2 (incorporated with the DB2 Spatia
Extender), and Microsoft SQL Server. Communications between client and server are supported
by the ArcSDE application programming interface (AP1). Both spatiad and attribute data are
gored inthe DBMS. Standard DBM S adminigtration and performance tuning features gpply to
both the spatid and attribute data. An aternative DBM S Direct Connect option is available for
Oracle and SQL Server, which supports the ArcSDE processing load on the client and using the
DBMS network client to communicate with the DBMS server.
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Memory requirements are identified to support ssandard DBM S and ArcSDE server processing
and should be increased to support planned data caching needs. Increasing memory cache can
sgnificantly improve server performance. These charts can be used as a quick reference for
szing GIS data servers.

Figure 7-20
Enterprise Data Server Sizing

(ArcSDE and File Servers)
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Data storage is becoming a growing consderation in supporting enterprise ArcSDE server
environments. Storage requirements have increased from severd 10s of Gigabytesto over a
Terabyte of datawithin the last couple of years, and data storage requirements are continuing to
increase as gpatial data resources grow. It iscommon to find the cost of the storage solution to
exceed the cost of the enterprise server, both in terms of initial hardware and overdl
adminidrative cog.

There are severa basic consderations that must be addressed in selecting the appropriate storage
solution. Standard storage practices recommend storage of DBM S index and datafileson
separate disks. Microsoft SQL Server recommends locating the SQL log fileson aRAID1
mirrored pair of disks, with index and data files on RAIDS5 (striping with parity disk) volumes.
Oracle recommends the more intense index and log tables located on RAID1,0 storage (mirror
and gtriping) and data tables on RAID5. For best practice, the RAID5 volumes should be
supported on 5 (4+1) or 9 (8+1) disk volumes (5-disk RAID5 supports highest pesk capacity).
Storage recommendations are summarized in Figure 7-21.
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Figure 7-21
ArcSDE Storage Best Practices
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Severd factors contribute to disk access performance. Data striping aong with the array data
cache improves access performance. Too few disksin the array (with lots of concurrent client
queries) can result in disk contention (1/0 performance bottlenecks). Small database
environments with alarge number of peak user loads present the highest probability of disk
contention. Asagenera guiddine, aminimum of 5-disk RAID5 array should support the
ArcSDE daafiles.

7.7 Platform Selection Criteria

There are severd factors that must be considered in supporting proper hardware selection. These
factors include the following:

Platform Performance. Plaform must be configured properly to support user
performance requirements. Identifying proper platform configurations based on user
performance needs and the ESRI design moddl's establishes a solid foundation for proper
hardware platform sdection.

Purchase Price. Cogt of hardware will vary depending on the vendor sdection and
platform configuration. Pricing should be based on evauation of hardware platforms
with equa performance capacity.

System Supportability. Customer must evauate system supportability based on vendor
clams and previous experience with supporting vendor technology.

Vendor Reationships. Rdationships with the hardware vendor may be an important
consderation when supporting complex system deployments.

Total Life-Cycle Costs. Totd cost of the syssem may depend on many factors, including
exiging cusomer adminigtration of Smilar hardware environments, hardware rdiability,
and maintainability. Customer must assess these factors based on previous experience
with the vendor technology and evauation of vendor total cost of ownership clams.
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Establishing specific hardware performance targets during hardware source selection
ggnificantly improves the qualtify of the hardware selection process. Proper system architecture
design and hardware selection provides a basis for successful system deployment.
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8 System | mplementation

Successful system implementation requires good leadership and careful planning. A good
understanding of every component of the sysem is criticd in putting together an implementation
drategy. Enterprise IT environments involve integration of avariety of vendor technologies.
Interoperability standards within IT environments are voluntary, and even the most smple
technology integration must be validated at each step of the integration process.

Enterprise GIS environments include a broad spectrum of technology integration. Most
environments today include a variety of hardware vendor technologies including database
sarvers, storage area networks, Windows Termina Servers, Web servers, map servers, ad
desktop clients al connected by a broad range of local area networks, wide area networks, and
Internet communications. All of these technologies must function properly together to support a
balanced computing environment. A host of software vendor technologies include database
management systems, ArcGIS desktop and server software, Web services, and hardware
operating systems dl integrated with existing legacy applications. Data and user applications are
added to the integrated infrastructure environment to support the find implementation. The
result isavery large mixed bag of technology that must work together properly and efficiently to
support user workflow requirements.

The integration and implementation of distributed computer technology has become easier over
the years as interface sandards have matured. Over the same time, enterprise environments have
become larger and more complex. The complexity and risk associated with an enterprise system
deployment is directly related to the variety of vendor components required to support the fina
integrated solution. Centraized computing solutions with a Sngle database environment are the
easest environments to implement and support. Distributed computer systems with multiple
copies of the same database environment can be very complex and difficult to deploy and
support. Many organizations are consolidating their data resources and application processing
environments to reduce implementation risk and improve administrative support for enterprise
business environments.
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8.1 GIS Staffing

Good leadership begins with proper staffing. Successful GIS enterprise deployments are
normally supported by an executive business sponsor, and the GIS manager should report to
senior management. Figure 8.1 provides GI S staffing recommendations based on experience
supporting successful GI'S enterprise operations.

Figure8-1
GI S Staffing Recommendations

Smaller Organizations |

GIS Manager I
System Administrator I Software Developer I

Data Specialist I GIS Analyst I

Functions often performed by 1-3 individuals

L arger Organizations |

GIS Manager I

System Operations I Data Administration I
Software Development & Support I Customer Support & Services I
Framework Data Management I Project Management I

Large Enterprise GIS may include multiple units

Larry Sugarbaker, Managing an GI S Seminar, July 2003

Severd technica disciplines are required to support successful GIS operations. These
disciplines include system adminigtration, software development, data management, and GIS
andydss. In smdler organizations, members on the GIS gaff may perform multiple roles. For
larger organizations, responsibilities may be expanded to support system operations, software
development and support, framework data management, data administration, customer support
and services, and project management. Severd units may be involved throughout the

organi zation to support enterprise GIS operations.
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8.2 System Architecture Deployment Strategy

Panning is normally the first step in supporting a successful system deployment. A system
design team should review current GIS and hardware system technology, review user
requirements, and establish a system architecture design based on user workflow needs. A
deployment schedule should be developed to identify overal implementation objectives.

Figure 8-2
GI S System Deployment Strategy
Yearl Year2
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Phased implementation strategies can significantly reduce implementation risk. Computer
technology continues to evolve at aremarkable pace. Integration standards are congtantly
changing with technology and, at times, may not be ready to support immediate system
deployment needs. New ideas are introduced into the market place every day, and areativdy
smdl number of these ideas develop into dependable long-term product solutions. The following
best practices are recommended to support successful enterprise GIS implementation.

Pilot Phase

Represent dl critica hardware components planned for the find system solution
Use proven low-risk technica solutions to support full implementation

Include test efforts to reduce uncertainty and implementation risk

Qudify hardware solutions for initid production phase
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Initial Production Phase

Do not begin until final acceptance of pilot phase

Deploy initid production environment

Use technicd solutions qudified during the pilot phase
Demongtrate early success and payoff of the GIS solution
Vdidate organizationa readiness and support capabilities
Vdidate initid training programs and user operations

Opportunity to qudify advanced solutions for final implementation

Final Implementation Phase

Do not begin until find acceptance of initid production phase

Plan a phased rollout with reasonable dack for resolving problems
Use technicd solutions quaified during previous phases

Prioritize rollout timelines to support early success

8.3 System Testing

Proper test conduct can contribute to implementation success. Functional component and system
integration testing should be conducted for new technology during the initia pilot phase.
Performance testing should be delayed until the initial production phase.
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Figure 8-3 identifies best practices for planning and conducting functiond system testing.

Functiona system testing should be completed for dl new technology that will be integrated into
the production system. A test plan should be developed to identify test requirements, establish
configuration control (software versons, operating system environment), and provide test
procedures. Testing should be completed before production deployment. Testing should be

Figure 8-3
Functional System Testing Best Practice

e Test Planning
— CompleteaRisk Analysis. Identify functionality that requires testing.
— Identify test objectives and establish configuration control plan
— ldentify test hardware/software configuration
— Develop test procedures

* Test Implementation
— ldentify implementation team and establish implementation schedule.
—  Order hardware and software and publish installation plan
— Conduct test plan and validate functional acceptance.
— Collect test performance parameters (CPU, Memory, Network Traffic, etc)

e Test Resultsand Documentation

— Document the results of the testing
* Include specific hardware/software/network components that were tested
* Include installation and test procedures that were followed, test anomalies, and final resolution.
» Complete test compliance matrix identifying validation of functional requirements

— Publish the test results for reference during system implementation

“Complete prototypeintegration testing befor e production deploy ment”
“Test in production environment (configuration control)”
“Document functional requirements and test procedures’

conducted using the software versions and operating system that will be deployed in the
production environment.
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Figure 8-4 identifies some cautions and warnings associated with system performance testing.

Figure8-4
Performance Testing Pitfalls

» False Sense of Security
— Tendency to accept test results over analysis
— Problem 1: Test resultsare afunction of input parameters often not understood
— Problem 2: System bottlenecksin testing can generate false conclusions

e Simulated Load Testing May Not Represent Real World
— Load generation seldom represents actual user environments
— Relationships between load generation and real world are seldomunderstood
—  Severd system configuration variables can contribute to test anomalies

» Performance Testing Best Practices
— Modd system components and response parameters
— Validate models based on real-world user loads testing
— Predict test results from models (hypothesis) before conducting testing
— Evauate test results against models and origina hypothesis
— Update models and hypothesis, repeat testing until reaching consensus

“TEST ONLY WHEN YOU THINK YOU KNOW THE ANSWER”
“TESTING ONLY CONFIRMSWHAT YOU ALREADY KNOW”
“TESTING DOESNOT TEACH YOU WHAT YOU DON'T KNOW”

Performance testing can be expensive and the results mideading. Initia system deployments
normally need to be tuned and optimized to achieve find performance gods. System
performance bottlenecks are normaly identified and resolved during the initia deploymen.
Early gpplication development focuses primarily on functiond requirements, and performance
tuning is not complete until the fina release. Actua user workflow environments are difficult to
amulate, and test environments seldom replicate normal enterprise operations.

The scientific method introduced with grade school science fair projects demonstrates
fundamenta best practices that directly gpply to system performance testing. Performance
testing should only be conducted to vdidate a hypothesis (something you think you know). The
primary objective of a performance test isto vaidate the hypothes's (confirm what you know).
Thetest isasuccess only if it proves the hypothesis (testing does not teach you what you don't
know).

Initid performance testing results often fal to support the test hypothesis. With further analyss
and investigation, test bottlenecks and/or improper assumptions are identified that change the test
results. Performance testing is only successful if it validates the test hypothesis.

Performance testing is best conducted during theinitid production deployment. During this
phase, real users doing red workflow can generate ared user environment. Critica system
components should be monitored during the initid deployment to identify processing bottlenecks
and resolve systlem conflicts. Initid deployment acceptance should include validation that user
workflow performance needs are met.
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8.4 System Implementation Management

Basic project management practices promote implementation success. Project teams should be
established, individuas should be assigned specific reponsibilities, task plan should be

devel oped to support implementation planning, configuration control plan and change control
process should be established, and an implementation schedule should be published to support
project deployment milestones.

A systlem architecture design can provide the framework for establishing an implementation
plan. Theimplementation plan should be developed after find selection of the hardware vendor
solution. Figure 8-5 provides atypica system deployment schedule. Specific decison
milestones should be included on the schedule, and each mgjor task effort clearly identified. An
implementation project manager should be assigned to make sure al tasks are well defined and
every participant has a clear understanding of their responsibilities. A clear set of acceptance
criteria should be developed for each implementation task, and aforma acceptance process
followed to ensure integration issues are identified and resolved &t the earliest opportunity.

Figure 8-5
Systems I ntegration M anagement
QTR1 QTR2
System Deployment Schedule MMonthl Month2 Month3 Monthd
1 2 3 41 2 341 23 4]1 2 3 4

Direction to Proceed |4
TTpdate Implementation Plan
Implementation Eewew MMeeting 'y
Fublish Implementation Plan 1
Procurement Direction P
Metwork Comunication Upgrades | .
Harvwrare DeliveryTnstall ]
Penpheral DeliveryInstall ﬁ__;
Software Delivery/Install I '
Systemn Checloout and Acceptance
Data Delivery and Integration
Application Install and Acceptance

Assign project manager responsible for system implementation

8.5 System Tuning

Sysem tuning isacritica part of find system integration and deployment. Initid user
requirements planning is the first opportunity to begin performance tuning. Heavy batch
processing efforts should be separated from interactive user workflows and supported through a
separate batch process queue. System backups and heavy processing workloads should be
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planned during off-peak workflow periods. System component performance metrics should be
monitored on a periodic basis, particularly during peak workflow periods, to identify
performance bottlenecks and address system deficiencies. Figure 8-6 provides an overview of
the components supporting an enterprise GIS environment. Any component has the potentia to
introduce awesk link in the overdl system performance equation.

Figure 8-6
System Perfor mance Factors
Find and Fix Bottlenecks!

Save M oney .
Implement Good Design! | mprove Productivity
*User Regs sUser LAN/WAN Regs ~ *Best Practices *Best Practices
*System Design +Design Guidelines Monitor and Statistics *Monitor and Statistics
*Monitor and Statistics  «Monitor and Statistics «Troubleshoot «Troubleshoot —tools
*Troubleshoot *Troubleshoot *Tuning *Workflow
*Tuning +Tuning +Tuning

Servers Networ k IDBMS GeoDatabase

Storage Clientsj ArcSDE Application
*Storage Regs *Design Guidelines  *Best Practices *Best Practices
*System Design *Monitor and Statistics *Monitor and Statistics *Troubleshoot - tools
*Vendor Recommend *Troubleshoot Troubleshoot *Tuning
*Troubleshoot *Tuning *Tuning

*Tuning

System Architecture Design Framework
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8.5.1 ArcIMS Server Performance Tuning

There are variables within the ArclM S architecture that can be measured and modified to
improve Site performance. Figure 8-7 identifies the associated performance measurements and
configuration varigbles avalable in tuning an ArclMS configuration.

Figure 8-7

Web Mapping Services Performance Profile

Performance M easures

Transaction Rate

Configuration Variables

. Map Map Map Map .
# Requests in Queue Request]_| Request|_|Request| | Request Map Services
I'4 14 14
AS Application Server
= Virtua [ |Virtua .
Transaction Service Time Saver | | Server Virtual Servers
Thieads Threeds Service Agent Threads
Platform CPU Utilization
Network Traffic SS Spatial Server Spatial Servers
Image Feature Extract
Query_Geocode
Data Server Memory Utilization A Database Connects
(@
Data Retrieval Time D" Data Server
N
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Figure 8-8 identifies things you can measure, and how you can modify ArclMS map services or
component variables to optimize site performance.

Figure 8-8

Web M apping Services Performance Tuning Guidelines

Performance M easur e

Tuning Options

Transaction Rate

Transaction rate identifies the number of requests supported by the site
configuration. Peak transaction rate is the maximum capacity of the site to
support incoming requests. Peak capacity can beincreased by reducing the
time required to generate each map service (simpler information products) or
by increasing the number of CPUs (more processing power). Sufficient
service agent threads should be included to take full advantage of the
available CPUs (usually 2-3 threads per CPU is sufficient). Once CPUsare
fully utilized, additional threads will not improve site capacity.

# Reguests in Queue

Each virtual server acts as a processing queue for inbound requests.
Requests are held in the queue until there is a service thread available to
processthe request. If arequest arrives and the Virtual Server queueisfull,
the browser will receive a server busy error. Queue depth can be increased
to avoid rejecting browser requests.

Transaction Service Time

CPU time required to process the published service, onceit has been
assigned to a service agent for processing. Long service times can
significantly reduce site capacity, and should be avoided if possible. Simple
map services (light data and minimum number of layers) can significantly
improve site capacity.

CPU Utilization

Sufficient threads should be configured on the public service agents to
support maximum CPU utilization. Peak site capacity is reached with CPU
utilization reaches a peak level (closeto 100% utilization). Increasing
service threads beyond this point without increasing number of CPUs will
increase average client reponse time, and is not recommended.

Network Traffic

Sufficient network bandwidth must be available to support information
product transport to the client browser. Network bottlenecks can introduce
serious client response delays. Bandwidth utilization can be improved by
publishing simple map services, keeping image size from 30 KB to 50 KB,
and ensuring sufficient bandwidth to support peak transaciton rates.

Data Server Memory

Sufficient physical memory must be available to support all processing and
adequate caching for optimum performance. Memory utilization should be
checked once the system is configured to insure more physical memory
existsthat what is being used to support the production configuration.

Data Retrieva Time

CPU processing time on the ArcSDE server. Query time can be optimized
by proper indexing and tuning of the ArcSDE database.
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Figure 8-9 addresses the importance of configuring the proper number of ArclMS threads on the
map server to support pesk transaction loads. The chart shows a Pentium 111 4-CPU 900-MHz
platform as the map server, and shows the peak transaction rate as a function of the number of
ArciIMSthreads. A minimum configuration of four ArclM S threads is required to reach full map
server cgpacity with afile data source, and eight ArclM S threads with an ArcSDE data source.

Figure 8-9
Optimized Service Agent Configuration
Number of Threads M atter

) )
16000 * PIl1 4900 MHz Map Server
e 2-sec service time (File Source)
1400! e 1- ice i
8 Threadsrequired for ArcSDE source 1-sec servicetime (ArcSDE)

i
N
o
o

10000
8000
4 Threadsrequired for File data source
600

4000

Peak Transaction Rate

2000

4
5

6 ArcSDE
ArcIMS Threads 7
8 File Server

10

During ArclMS operations, the virtua server queue does not release a request for processing
once it receives the output from the ArciM S spatia server thread. There can be adight delay
from the time the map server completes service processing and starts processing the next request.
Thisdelay isareault of network transfer time between the map server and the Web server.
During ArclMS tuning, it may be necessary to add an additiond thread to achieve maximum

map server output capacity. An additiond thread will support an additiona process on the map
server to compensate for this delay.
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Figure 8-10 addresses the importance of configuring the proper number of ArclMSthreads. This
chart shows a Pentium 111 900-MHz map server with two CPUs. Three different ArclM S thread
configurations are displayed on the chart (two threads, three threads, and six threads).
Corresponding client response times for each of the Six map requests are provided for each
ArcIMS thread configuration, assuming al Sx requests arrive a the Web Ste at the sametime.

Six-thread Configuration. All sx map requests are assigned by the virtua server to the six
available spatid service threads. All requests are processed by the two available map server
CPUs (sarvice timefor al six requestsis 6 seconds).

Figure 8-10
Web Server Configuration

2 b}

* Pl 2-900 MHz Map Server
¢ 2-sec. servicetime

* 6requestsat sametime

« Three Configurations Shown

| 6threads: deliver all productsat 6 seconds

3threads: first threeproductsin 3 seconds
last three products delivered at 6 seconds

2 agents: deliver 2 productsin 2 seconds,
2in 4 seconds, and thelast 2 in 6 seconds

Service Time

2 Threads

Concurrent Requests

| Optimum number of threads support minimum aver age servicetime|

Three-thread Configuration. Six requests arrive at the Web site. Three are assigned to the
three available threads for processing, and three are held in the service queue waiting for
avalable threads. The fird three requests are processed in 3 seconds. The next three
requests are processed in the next 3 seconds. Tota service and wait time (query response
time) for the first three requestsis 3 seconds, and 6 seconds for the second three requests.

Two-thread Configuration. Six requests arrive at the Web site. Two are assigned to the
two available threads for processing and four are held in the service queue waiting for
avallable threads. The firgt two requests are processed in 2 seconds, followed by the second
two requests which are processed in the next 2 seconds, followed by the third two requests
which are processed in the final 2 seconds. Total service and wait time for the first two
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requests is 2 seconds, the second two requests 4 seconds, and the third two requests 6
seconds.

Thissmple andysis of the service sequence of arriving requests demondtrates the pendty for
configuring too many ArciMSthreads. Thisanayss aso shows the advantage of configuring
the proper number of threads, supporting minimum average map service delays. The following
guidelines are provided for configuring service agents for optimum Web performance.

Map Serverswith File Data Source. For each map service, configure one ArclMS public
service thread for each map server CPU.

Map Serverswith ArcSDE Data Source. For each map service, configure two ArclMS
public service threads for each map server CPU.

Include one additiona thread to take advantage of map server CPU resources not being used
during the dight delay between completing a request and starting on the next request (network
transfer delay between map server and application server).
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8.5.2 ArcSDE Performance Tuning

The ArcSDE database provides the data source for clients and Web services supporting the
enterprise environment. Performance issues on the ArcSDE server can impact the entire system
environment. Figure 8-11 provides an overview of factorsto consder in tuning the ArcSDE
database environment.

Figure8-11
ArcSDE Performance Tuning

Database Configuration

Optimize Workflow -
UKeep it simple

Identifying problems
UData Loading

»>Pin table sequences

CReconcile/post/compre: -
P press >Increase default cache sizes

UReconcile performance costs  QEdit cache is critical OEstablish performance baseline

UVersioning Alternatives QOUse for performance validation
UReconcile/post/compress

>Types of labels UMultiple queries
\\ OKnow how to detect bottlenecks

A good DBA is essential

: »>Pin database packages QCollect re!evant |nf0rr1nra{t|_c»_/
aintenance OTalk and listen to. the-users

Versioning Methodology Editing Operations Collect Performance Statistics

Database Design Index Management Monitor table statistics
OCost of complex data models D Rebuild your indexes 0Adds and Deletes table (dynamic)
>While editing CMove IOT to a persistent table LISDE.state_lineages,states
»>Feeder Management

»>Recursive Relationships Data Access Parameters

»Feature linked annotation URetrieving large geometry features

Some database performance factors relate directly to workflow management, initid database
design, and the versioning methodology. Other performance problems can be resolved through
rebuilding database indexes, usng Edit cache during long transactions, or monitoring
performance or table satistics to support timely data administration and maintenance functions.

Indl cases, it is extremey important to have the support of a qualified database DBA to support

gtandard performance tuning and administration of the database environment.

J-6017

ESRI White Paper

814



8.0 System Implementation System Design Strategies
J6017

8.6 Business Continuance Plan

Every organization should carefully assess the potentia failure scenarios within their system
environment, and protect critical business resources againgt such falures. Enterprise GIS
environments require asignificant invessment in GIS data resources. These data resources must
be protected in the event of a system failure of physical disaster. Business recovery plans should
be developed to support dl potentia failure scenarios. Figure 8-12 provides an overview of the
different system backup strateges. A business continuance plan should be developed to address
specific organizationa needs in the event of a system failure or disaster recovery.

Figure 8-12
Plan for Business Continuance

Production Site

S (PROACTIVE PLANNING)
Backup| Remote Backup
Disaster Recovery

Business Continuance

Tape Backup

ISP Failover
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Training is available to support user requirements. Organizations should make sure their teams
receive required training. Figure 8-13 provides an overview of training opportunities identified

on the ESRI Web site.
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Recommended initid training for the ArcSDE adminigtrator is provided in Figure 8-14.

Figure8-14
Training for ArcSDE Fundamentals
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Advanced training for the ArcSDE adminigtrator is provided in Figure 8-15.

Figure 8-15
Training for ArcSDE Administrators
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Training opportunities for the ArclMS adminigtrator is provided in Figure 8-16.

Figure 8-16
Training for ArclMS Adminigtrators
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8.8 Managing Technology Changes

Enterprise GI S operations require a combination of strategic planning and a continued
investment in technology. Technology is changing very rgpidly, and organizations thet fal to
manage this change fal behind in productivity and operationa cost management. Managing
technology changeisamgor IT chalenge.

Enterprise operations should include a periodic cycle of coordinated system deployment. The
planning and technology eva uation should occur one periodic cycle ahead of technology
deployment, and these efforts should be coordinated to support operationa deployment needs.
Figure 8-17 identifies a conceptud system architecture planning and deployment strategy for
technology change managemen.

Figure8-17
System Ar chitecture Design Strategic Planning

M ainagiing Technalogy Change
2002 2003
stem Deployment Strategy| QTR1 | QTR2 | QTR3 | QTR4 | QTR1 | QTR2 | QTR3
1 2 3[4 5 6[7 8 9(101112{1/2 3|4 5 6|7 &9
lanning and Fraluation

Requirements Evaluafion 2003-2005 Strategic Flan 20042006 Strategic Rlan
Technology Refresh Ia ?
Reguirements Analysis
Test and Bvaluafion ’ﬁ
Frofofype Validation (I
System Deployment I I
Tnifial mplemenation | horization
Spstem Upgrade Frocurement
Apstem Upgrade Deployment

Froduction System Overations

Planning and Evaluation. Planning activities should be established on a periodic cycle,
coordinated to support the organizations operationa and budget planning needs. Strategic
plans should be updated to support a multi-year deployment strategy, and published on an
established periodic basis (normaly on an annud cycle).

The planning and eva uation process should include a requirements evauation (drategic plan
update), technology refresh (training and research), requirements analys's (process and
requirements review), test and evauation (evauate new technology dternatives), and
prototype vaidation (pilot test programs). Efforts should be planned on a schedule to
support the annual system deployment upgrade cycle.

System Deployment. Operationd system upgrades should be planned on a periodic cycle,
scheduled to implement vaidated operationd enhancements from the planning and
evauation program. System deployment phases should includeinitid implementation
(implementing changesin an operationa test environment) to support deployment
authorization. The program should include planned schedules for new technology
procurement and deployment on a periodic schedule (normaly on an annua cycle). All

J-6017
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production system upgrades should be planned and scheduled with full support for on-going
operations.

8.9 Conclusion

Successful implementation depends on a good solid design, appropriate hardware and software
product selection, successful systems integration, and careful incrementa eva uation during
ingtalation. A phased gpproach to implementation reduces project risk and promotes success,
providing the opportunity for early success and flexibility to incorporate new technology at low
risk prior to find system ddivery. Guidelines are available to support a successful system design,
even for large complex systems. Fina purchase decisions are influenced by both operationd
requirements and budget limitations, introducing unique chalenges for system design.

Figure 8-18 provides an overview of ESRI lessons learned in supporting GIS system
implementations over the past 12 years. Good leadership, quaified staff, and proven standard
practices support successful deployments.

Figure 8-18
System I mplementation L essons L ear ned

= Establish project management responsibilities and authority
— Include systems integration project management
e Complete user needs and system architecture planning
— Establish a 3-5 year deployment strategy to support budget planning
— Obtain executive sponsor and funding for GIS implementation strategy
e Establish deployment schedules
— Implement phased system deployments to control installation risk
— Establish deployment timelines for each installation task
» Build aqualified technical staff
— User and administrative training
* Manage system performance and tuning
— ArcSDE database administration monitoring and tuning
— ArcIMS configuration, services management, and site tuning
e Conduct required system testing to reduce implementation risk
— Functional integration testing during initial validation phase
— system performance validation testing during initial implementation phase
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Attachment A

System Ar chitecture Design Consulting Services

A-1: Agency System Architecture Design

These services are most appropriate for large agencies with severa organization that need consulting
support in establishing a specific system architecture strategy for supporting integrated Agency leve
GIS operations. All organizations should be represented in the system design process. A current
user needs assessment and clear understanding of user deployment objectivesis a prerequisite for
this effort, and will be required as an input to the system architecture design process.

A-2. Enterprise System Architecture Design

These services are most gppropriate for larger organizations with severa departments or workgroups
that need technica support in establishing a specific system architecture strategy for supporting their
enterprise GIS deployment needs. All departments should be represented in the system design
process. A current user needs assessment and clear understanding of user deployment objectivesisa
prerequisite for this effort, and will be required as an input to the system architecture design process.

A-3. Departmental System Architecture Design

These sarvices are most gppropriate for smaler organizations or workgroups that need technical
sarvicesin establishing a specific system architecture strategy for supporting their GIS deployment
needs. GISusersand IT gaff should be represented in the system design process. A current user
needs assessment and clear understanding of user deployment objectivesis a prerequisite for this
effort, and will be required as an input to the system architecture design process.

A-4: System Architecture Design Maintenance

These sarvices are for maintaining current system architecture design recommendations for a
customer’s enterprise-wide GIS. To take advantage of these services, acustomer must have an
established System Architecture Design Strategic Plan prepared by ESRI as a prerequisite for
supporting this design maintenance consulting effort.

A-5. ArcIM S Architecture Design

These services are most gppropriate for organizations that need technica support in establishing a
specific system architecture strategy for supporting their ArciM S deployment needs. A current
busi ness needs assessment and clear understanding of Web services deployment objectivesisa
prerequisite for this effort, and will be required as an input to the ArclM S architecture design
process.

A-6. System Architecture Design Assessment

These services are most gppropriate for organizations that need technica support in establishing a
gpecific system architecture Srategy a apoint in time for their Enterprise GIS or ArclMS
environment. A clear understanding of GIS operationd workflow requirements is a prerequisite for
this effort, and will be required as an input to the system architecture design review.
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This figure provides an overview of the standard system architecture design services supported by the ESRI Systems Integration team. It is
our goal to provide the quality support you need to promote your own success. A broad range of servicesis provided to address the specific
needs of our customers.

System Ar chitecture Design Services

Month 1 Month 2 Month 3 Month 4 Month 5
Wk1 Wk2 Wk3 Wkd|Wk1 Wk2 Wk3 Wk |Wk1 Wk2 Wk3 Wk4|Wk1 Wk2 Wk3 Wkd |Wk1 Wk2 Wk3 Wki

Agency System Architecture Design ($50,000 — $1DD.C‘DD} M u I tl pl ) Or ganl Zatl ons

2-day on-site workshop, technology exchange )

Customer design team completes user needs templates By
2-day on-site workshop, user needs review .

System Architecture Design Alternatives document :ﬁ
1-day on-site presentation, System architecture alternatives .
Custormer design team user needs template updates e — "
Z-day on-site workshop, Systemn architecture design review| .

Systern Architecture Design Strategic Plan document E

1-day on-site presentation, Strategic Plan Overview

Enterprise System Architecture Design ($20,000 - $40,000) M u I tl pI ‘3 Depar t m entS *

Z-day on-site workshop, technology exchange .

Customer design team completes user needs templates [
2-day on-site workshop, Systemn architecture design review| .
Systern Architecture Design Strategic Plan document [
1-day on-site presentation, Strategic Plan Overview

Department System Architecture Design ($13,000 - $25,000) S| N gTe [)epar t m mt
Custormer design team completes user needs templates |:?£
2-day on-site workshop, Systern architecture design review| .
Systern Architecture Design Strategic Plan document — 7 . R
System Architecture Design Maintenance ($9,000 - $20,000) 4 I g
Prereqguisite: Existing Systern Architecture Design Strategic Plan A n n uci w rI I\/I al nt an Ce

Customer design team completes user needs templates IZ‘;
2-day on-site workshop, System architecture design refresh .

System Architecture Design Strategic Plan update g

System Architecture Design Consulting

ArcIlMS Architecture Design ($7,000 - $14,000) : 7
Customer design team completes user needs templates |:\_‘ GraphICS Ke-)/
1-day on-site workshop, ArclMS architecture design review | @ C————— Customer Tasks
ArcIME Architecture Design Document l: Eemeee Consaultant Tasks
System Architecture Design Assessment ($5,000 - $10,000) @™ Joint Tasks
Customer design team completes user needs templates | —————g3

1-day on-site system design review .

Findings and Recommendations Report I:‘
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System Architecture Design for GIS

Overview

Thistwo-day course introduces a proven system
architecture design methodol ogy for developing
successful GIS design and implementation techniques.
This methodol ogy was developed and tested during
years of successful ESRI system design consulting
efforts. The objective of this courseisto sharethis
methodol ogy to help usersimprove performance of
existing and future GI S environments. The system
design models and configuration guidelines discussed
provide class participants with a proven path to
successful GIS solutions. Lectures and hands-on
exercises help those responsible for GIS system
architecture decisions select a system design that will
support GIS user performance requirements.

Audience

System Architecture Design for GISwill appeal to those
in charge of developing and maintaining hardware or
software systems designs and to those in the businessof
supporting software or application development and
technical marketing for system design, testing, and
configuration of client solutions. It also provides an
excellent conceptual framework for anyonein the
position of supporting and securing GI S hardware or
software solutions. Senior architecture consultants will
benefit from the GI 'S design methodol ogy presented,
while GIS managers will come away with a better
understanding of system architecture and hardware
selection criteria.

Goals
*  Understand the relationships that are available to
support successful GIS solutions

* Learn where ESRI software solutionsfitin an
evolving GIS environment

»  Learn how to integrate ESRI softwarein a
distributed enterprise environment

» Learn how to provide high-performance remote
user access requirements

* Learn how to integrate GIS applications with
legacy data sources

*  Understand the prerequisites and recommendations
that must be completed before selecting hardware
solutions

*  Learn how to identify user locations and existing
network communications

e Learn how to summarize user requirementsto
support system architecture design

e ldentify system components that contribute to
application performance

e Learn how to select an optimum enterprise design
solution

e Learn how to identify relative performance of
Windows and UNIX platforms

*  Apply practical sizing models for selecting central
application and data servers

e Learn practical design guidelinesfor network
communications

e Understand the process for conducting a system design
review and distributed GIS hardware solution

Topics covered

«  Systemdesign strategies

+  GISsoftware solutions

*  Network communications

«  GISproduct architecture

e GISuser needs

«  System sizing fundamentals
e Systemsizingtools

e System implementation

Prerequisites and recommendations

Registrants should have an interest in understanding
GI S product architecture and how today’ s computer
technol ogies can support successful GIS solutions. It
may also be helpful to review the white paper titled
System Design Strategies at www.esri.com/library/
whitepapers/pdfs/sysdesig.pdf.

Cost: $800 (Two days)

Classes can be taught onsite at a client’s facility (up to
12 participants) for afixed price of $5,500.* Special
pricing is available to the United States federal
government and to qualifying educational institutions,
libraries, and museums. Contact the ESRI Learning
Center for digibility requirements. Prices are subject to
change without notice.

*For on-site training of fewer than three days, add $500 to the total
charge.
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Course Outline System Architecture Design for GIS

DAY ONE

System design process

e What is system architecture design
e Why is system design important

e System design process overview

e Supporting technologies overview
e System design support efforts

GIS software solutions

¢ Overview

¢ GlISworkstations

¢ Locd areanetworks

¢« Remote access clients

*  Web map products

¢ Distributed data solutions

e GISmigration strategies

¢ ArcInfo license management
e GIShigh-availability solutions
¢ Review questions

Network communications

e GISnetwork impact

e Typesof networks

e Client/Server communications

¢ Client/Server performance

e Network configuration guidelines
¢ Network technology overview

¢ Network sizing exercise

GIS product architecture
e GISmulti-tier architecture
e GlSapplications
¢ Arclnfo, ArcView GIS MapObjects
¢ Datamanagement solutions
e GlISfileservers, ArcSorm, Spatial Database
Engine
Remote Access Solutions

«  UNIX application servers, Windows Terminal
Servers, Internet Map Servers

¢  Review questions

GIS user needs

¢ Tota GIS environment

¢ Application needs assessment
e System architecture review

¢ User needs assessment

*  WAN communications overview
e User application requirements

*  Configuration strategies

e Selecting a system solution

e Identifying platform loads

*  Project planning exercise

DAY TWO

System sizing fundamentals

e System performance profile

e Performance testing

e Client/Server models
e Batch processing performance
e Terminal server performance
«  Data server performance
*  Webservices

System sizing tools
e GIS performance history
e How do we handle change?
e SPEC benchmark suite
e Platform performance charts
e GlISworkstations
e Application servers
¢ Internet Map Servers
e Fileservers
e SDEservers
e Platform vendor selection
e Platformsizing exercise

System implementation
e Phased implementation
e Project management

e Instalation schedule

e Lessonslearned

Putting it all together

System design exercise

e Systemdesign review

e User needs assessment

e System architecture solution

*  Platform sizing evaluation

e Platform vendor selection

*  Network design specifications
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